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Abstract. Let $\pi$ be a projective unitary representation of a countable group $G$ on a separable Hilbert space $H$. If the set $B_\pi$ of Bessel vectors for $\pi$ is dense in $H$, then for any vector $x \in H$ the analysis operator $\Theta_x$ makes sense as a densely defined operator from $B_\pi$ to $\ell^2(G)$-space. Two vectors $x$ and $y$ are called $\pi$-orthogonal if the range spaces of $\Theta_x$ and $\Theta_y$ are orthogonal, and they are $\pi$ - weakly equivalent if the closures of the ranges of $\Theta_x$ and $\Theta_y$ are the same. These properties are characterized in terms of the commutant of the representation. It is proved that a natural geometric invariant (the orthogonality index) of the representation agrees with the cyclic multiplicity of the commutant of $\pi(G)$. These results are then applied to Gabor systems. A sample result is an alternate proof of the known theorem that a Gabor sequence is complete in $L^2(\mathbb{R}^d)$ if and only if the corresponding adjoint Gabor sequence is $\ell^2$-linearly independent. Some other applications are also discussed.

1. INTRODUCTION AND THE MAIN RESULTS

Frame theory for special systems, including wavelet systems and Gabor systems, has close connections with group representations. The aim of this article is to give a general framework for exploring certain of these connections. We will present some results on a duality property for orthogonal (i.e. strongly disjoint) and weakly equivalent frame-generator vectors for group representations and, more generally, projective unitary representations. Our main results are Theorems 1.2 and 1.3. One consequence is an alternate proof of a known duality result for Gabor systems which is one of the main motivations of this paper. The well-known (Ron-Shen) duality theorem (see section 3) reveals the connection between the frame property of a Gabor family (built on a time-frequency lattice) and the Riesz sequence property of the associated Gabor family (built on the adjoint lattice). This duality theorem also indicates some duality connections between the so-called “orthogonality or strong disjointness” of Gabor families and the commutant of the Gabor operator system. These connections exist for more general systems and our main focus of this paper is to investigate these duality connections for general unitary systems associated with projective unitary representations of countable groups.
We build onto work begun in [20, 13, 14]. Some of the results in this context on frames and group representations that were proved in [20] and [13] were actually stated for Gabor-type frames, group-frames, and group-like frames. We subsequently discovered that we were really proving results for projective group representations. So in this article we will use the “projective” terminology in discussing our earlier results from [20], [13]. The set of group representations of a group $G$ is a subset of the set of projective group representations. Moreover, most proofs concerning frames for projective group representations are not much more difficult, if any, than the corresponding proof for group-frames. So in most cases we will only state and prove the projective unitary representation case.

A frame [7] for a Hilbert space $H$ is a sequence $\{x_n\}$ in $H$ with the property that there exist positive constants $A, B > 0$ such that

$$A\|x\|^2 \leq \sum_{g \in G} |\langle x, x_n \rangle|^2 \leq B\|x\|^2$$

holds for every $x \in H$. A tight frame refers to the case when $A = B$, and a Parseval frame refers to the case when $A = B = 1$. In the case that (1.1) hold only for all $x \in \text{span}\{x_n\}$, then we say that $\{x_n\}$ is a frame sequence. If we only require the right-hand side of the inequality (1.1), then $\{x_n\}$ is called a Bessel sequence.

Recall (cf. [26]) that a projective unitary representation $\pi$ for a countable group $G$ is a mapping $g \rightarrow \pi(g)$ from $G$ into the group $U(H)$ of all the unitary operators on a separable Hilbert space $H$ such that $\pi(g)\pi(h) = \mu(g, h)\pi(gh)$ for all $g, h \in G$, where $\mu(g, h)$ is a scalar-valued function on $G \times G$ taking values in the circle group $\mathbb{T}$. This function $\mu(g, h)$ is then called a multiplier of $\pi$. In this case we also say that $\pi$ is a $\mu$-projective unitary representation. It is clear from the definition that we have

(i) $\mu(g_1, g_2, g_3)\mu(g_2, g_3) = \mu(g_1, g_2, g_3)\mu(g_1, g_2)$ for all $g_1, g_2, g_3 \in G$,
(ii) $\mu(g, e) = \mu(e, g) = 1$ for all $g \in G$, where $e$ denotes the group unit of $G$.

Any function $\mu : G \times G \rightarrow \mathbb{T}$ satisfying (i) – (ii) above will be called a multiplier for $G$. It follows from (i) and (ii) that we also have

(iii) $\mu(g, g^{-1}) = \mu(g^{-1}, g)$ holds for all $g \in G$.

Examples of projective unitary representations include unitary group representations and Gabor representations (see the definition in section 3) in time-frequency analysis.

Similar to the group unitary representation case, the left and right regular projective representations with a prescribed multiplier $\mu$ for $G$ play important roles here. Let $\mu$ be a multiplier for $G$. For each $g \in G$, we define

$$\lambda_g \chi_h = \mu(g, h)\chi_{gh}, \quad h \in G,$$

and

$$r_g \chi_h = \mu(h, g^{-1})\chi_{hg^{-1}}, \quad h \in G,$$

where $\{\chi_g : g \in G\}$ is the standard orthonormal basis for $\ell^2(G)$. Clearly, $\lambda_g$ and $r_g$ are unitary operators on $\ell^2(G)$. Moreover, $\lambda$ is a $\mu$-projective unitary representation of $G$ with multiplier $\mu(g, h)$ and $r$ is a projective unitary representation of $G$ with multiplier $\mu(g, h)$. The representations $\lambda$ and $r$ are called the left regular $\mu$-projective representation and the right regular $\mu$-projective representation, respectively, of $G$. Let $L$ and $R$ be the von Neumann algebras generated by $\lambda$ and $r$, respectively. It is known (cf. [13]), similarly
to the case for regular group representations, that both $\mathcal{R}$ and $\mathcal{L}$ are finite von Neumann algebras, and that $\mathcal{R}$ is the commutant of $\mathcal{L}$. Moreover, if for each $e \neq u \in G$, either $\{vw^{-1} : v \in G\}$ or $\{\mu(vw^{-1},v)\mu(v,u) : v \in G\}$ is an infinite set, then both $\mathcal{L}$ and $\mathcal{R}$ are factor von Neumann algebras.

Given a projective unitary representation $\pi$ of a countable group $G$ on a Hilbert space $H$, a vector $\xi \in H$ is called a complete frame vector (resp. complete tight frame vector, complete Parseval frame vector) for $\pi$ if $\{\pi(g)\xi : g \in G\}$ (here we view this as a sequence indexed by $G$) is a frame (resp. tight frame, Parseval frame) for the whole Hilbert space $H$, and is just called a frame vector (resp. tight frame vector, Parseval frame vector) for $\pi$ if $\{\pi(g)\xi : g \in G\}$ is a frame sequence (resp. tight frame sequence, Parseval frame sequence). A Bessel vector for $\pi$ is a vector $\xi \in H$ such that $\{\pi(g)\xi : g \in G\}$ is Bessel. We will use $\mathcal{B}_\pi$ to denote the set of all the Bessel vectors of $\pi$.

For any projective representation $\pi$ of a countable group $G$ on a Hilbert space $H$ and $x \in H$, the analysis operator $\Theta_x$ for $x$ from $\mathcal{D}(\Theta_x)(\subseteq H)$ to $\ell^2(G)$ is defined by

$$\Theta_x(y) = \sum_{g \in G} \langle y, \pi(g)x \rangle \chi_g,$$

where $\mathcal{D}(\Theta_x) = \{y \in H : \sum_{g \in G} |\langle y, \pi(g)x \rangle|^2 < \infty\}$ is the domain space of $\Theta_x$. Clearly, $\mathcal{B}_\pi \subseteq \mathcal{D}(\Theta_x)$ holds for every $x \in H$. In the case that $\mathcal{B}_\pi$ is dense in $H$, we have that $\Theta_x$ is a densely defined and closable linear operator from $\mathcal{B}_\pi$ to $\ell^2(G)$ (cf. [12]). Moreover, $x \in \mathcal{B}_\pi$ if and only if $\Theta_x$ is a bounded linear operator on $H$, which in turn is equivalent to the condition that $\mathcal{D}(\Theta_x) = H$.

It is useful to note that if $\xi$ and $\eta$ are Bessel vectors for $\pi$, then $\Theta_\eta^*\Theta_\xi$ commutes with $\pi(G)$. Thus, if $\xi$ is a complete frame vector for $\pi$, then $\eta := S_{\xi}^{-1/2}\xi$ is a complete Parseval frame vector for $\pi$, where $S_{\xi} = \Theta_\xi^*\Theta_\xi$ and is called the frame operator for $\xi$ (or Bessel operator if $\xi$ is a Bessel vector). Hence, a projective unitary representation has a complete frame vector if and only if it has a complete Parseval frame vector.

There are two basic but useful concepts in frame theory: one is the notion of equivalent (i.e. similar) frames, and the other one is the concept of orthogonal (also called strongly disjoint) frames that was introduced independently by Balan [3] and by the authors in [20]. We refer to some recent papers (cf. [1, 2, 3, 8, 9, 10, 11, 13, 14, 15, 16, 18, 19, 27]) for some applications of orthogonal frames. For our purpose, here we only state the case for projective unitary representations. Suppose $\pi$ is a projective unitary representation of a countable group $G$ on a separable Hilbert space $H$ and suppose that the set $\mathcal{B}_\pi$ of Bessel vectors for $\pi$ is dense in $H$. This will be our usual setting. We will say that two vectors $x$ and $y$ in $H$ are $\pi$-orthogonal if the ranges of $\Theta_x$ and $\Theta_y$ are orthogonal, and that they are $\pi$-weakly equivalent if the closures of the ranges of $\Theta_x$ and $\Theta_y$ are the same. The above $\pi$-orthogonality definition can be extended in an obvious way to a set of several (even infinitely many) vectors. Let $M$ be a subset of a Hilbert space $H$ and $A$ be a subset of the space $B(H)$ of all the bounded linear operators on $H$. In what follows we will use $|M|$ to denote the closed linear span of $M$ and use $A'$ to denote the commutant $\{T \in B(H) : TA = AT, \forall A \in A\}$ of $A$.

Our use of the terminology for strongly disjointness and weakly equivalence is motivated by the following:
Lemma 1.1. [20] Let $\pi$ be a projective representation of a countable group $G$ on a Hilbert space $H$.

(i) If $\{\pi(g)x : g \in G\}$ and $\{\pi(g)y : g \in G\}$ are frame sequences in $H$, then $x$ and $y$ are $\pi$-weakly equivalent if and only if there exists a bounded invertible operator $S : [\pi(G)x] \to [\pi(G)y]$ such that $S\pi(g)x = \pi(g)y$ for all $g \in G$. (In this case, the two frame sequences are called equivalent or similar.)

(ii) Suppose that $\{\pi(g)\xi_i : g \in G\}$ is a Parseval frame for $H_i := [\pi(G)\xi_i]$ ($i = 1, \ldots, N$, and $N$ could be $\infty$). Then $\{\xi_i\}$ are $\pi$-orthogonal if and only if $\{\sum_{i=1}^n \oplus \pi(g)\xi_i : g \in G\}$ is a Parseval frame for $\sum_{i=1}^N \oplus H_i$.

The following theorem characterizes the $\pi$-orthogonality and $\pi$-weakly equivalence in terms of the commutant of $\pi(G)$. The proof will be given in the next section.

Theorem 1.2. Let $\pi$ be a projective representation of a countable group $G$ on a Hilbert space $H$ such that $B_\pi$ is dense in $H$, and let $x, y \in H$. Then

(i) $x$ and $y$ are $\pi$-orthogonal if and only if $[\pi(G)x] \perp [\pi(G)y]$ (or equivalently, $x \perp \pi(G)y$);

(ii) $x$ and $y$ are $\pi$-weakly equivalent if and only if $[\pi(G)x] = [\pi(G)y]$,

We remark that a special case of part (ii) of this theorem is known in Gabor analysis which asserts that two Gabor frames (see the definitions in section 3) for decomposition space (i.e. strongly disjoint) if and only if the associated Riesz sequences (built via the adjoint lattice) have orthogonal spans. Theorem 1.2 is basic to our approach. We will discuss several other applications of this theorem. One of them is to characterize the orthogonality index, which is defined below.

In [20] we defined the frame multiplicity for a unitary representation of a countable group that admits complete frame vectors (i.e. the representation is equivalent to a subrepresentation of the left regular representation of the group) to be the maximum cardinality of all sets of mutually orthogonal complete frame vectors. That is, the frame multiplicity is the maximal length of a superframe ([3, 20]) for the group representation. This is a natural numerical invariant which played an essential role in classifying these representations and in obtaining our parameterization result for the set of all the frame vectors. In many cases, however, the frame multiplicity does not adequately describe the geometry of the orthogonality properties of the representations. This leads to our definition of orthogonality index (see the definition below). This is a numerical invariant which is always greater than or equal to the frame multiplicity. In the case that $\pi$ admits a complete superframe (i.e., a superframes which is an orthonomal basis for the direct sum space,) then the two invariants are the same. The two also agrees (indeed both are 1) in the case of a group representation of an abelian group (see Example 3.2 (i)). But they can be different for nonabelian groups (see Example 3.2 (ii)). They do not necessarily agree in the case of projective unitary representations of an abelian group, such as the Gabor representations (see the comment after Corollary 3.1).

For a projective representation $\pi$ of a countable group $G$ on a Hilbert space $H$, we define the decomposition space of $\pi$ to be the subspace $D_\pi = \overline{\text{span}} \{\Theta_\xi(H) : \xi \in B_\pi\}$ of $\ell^2(G)$. Let $N$ be a positive integer. We call $N$ the orthogonality index of $\pi$ if $N$ is the smallest natural number such there exist $N$ strongly disjoint vectors $\xi_i \in B_\pi$ such $\{\Theta_{\xi_i}(B_\pi) : i = 1, \ldots, N\}$.
generates $D_x$. We say that $\pi$ has the orthogonality index $\infty$ if such a finite integer $N$ does not exist.

While in general it is very hard to find the orthogonality index for a given projective unitary representation, we are able, with the help of our first main result (Theorem 1.2), to prove the following theorem which, we believe, should be helpful in some cases.

**Theorem 1.3.** Let $\pi$ be a projective representation of a countable group $G$ on a Hilbert space $H$ such that $B_\pi$ is dense in $H$. Then $\pi$ has the orthogonality index $N$ if and only if $\pi(G)'$ has the cyclic multiplicity $N$, where $\pi(G)'$ denotes the commutant of $\pi(G)$

The rest of the paper will be organized as follows: Section 2 will be devoted to proving our two theorems. We then discuss a few applications of these results in section 3. In particular, we give a duality result for a pair of projective unitary representations (Proposition 3.3). A special case is the known result in Gabor analysis (cf. [5, 6, 17, 25]) which states that a Gabor sequence is a complete sequence in $L^2(\mathbb{R}^d)$ if and only if the corresponding adjoint Gabor sequence is $\ell^2$-linearly independent. In addition to the Gabor representation example, we also discuss some other examples demonstrating the applications of the main results.

2. Proofs of the Main Results

In order to prove Theorem 1.2 we need several lemmas.

**Lemma 2.1.** ([12]) Let $\pi$ be a projective representation of a countable group $G$ on a Hilbert space $H$ such that $B_\pi$ is dense in $H$. Then for any $x \in H$, there exists $\xi \in B_\pi$ such that

(i) $\{\pi(g)\xi : g \in G\}$ is a Parseval frame for $[\pi(G)x]$;
(ii) $\Theta_\xi(H) = [\Theta_x(B_\pi)]$.

**Proof.** Since this is an essential result to this paper, we provide a sketch for the case when $x$ is a Bessel vector. Full details are contained in Theorem 2 in [12] and its proof, including the general case where the polar decomposition for unbounded linear operators ([24]) is used.

Let $\Theta_x$ be the analysis operator for $\{\pi(g)x\}_{g \in G}$, and $\Theta_x = V(\Theta_\xi^*\Theta_x)^{1/2}$ be its polar decomposition, where $V : H \rightarrow \ell^2(G)$ be a partial isometry with the initial space $M := [\pi(G)x]$ and the final (range) space $K := [\Theta_x(H)]$. Then a direct calculation shows that $V\pi(g) = \lambda_g V$ holds for every $g \in G$, where $\lambda$ is the corresponding left regular projective unitary representation of $G$. So this operator $V$ induces an unitary equivalence between the two sub-representations $\lambda|_K$ and $\pi|M$. Let $\xi = V^*\chi_e$. Then it can be verified that $\xi$ satisfies the requirements. \qed

**Lemma 2.2.** (Theorem 2.10, [13]) Let $\pi$ be a projective representation of a countable group $G$ on a Hilbert space $H$ such that $B_\pi$ is dense in $H$. Then

$\pi(G)' = \text{span}^{\text{WOT}} \{\Theta_\eta^*\Theta_\xi : \xi, \eta \in B_\pi\}$,

where “WOT” denotes the closure in the weak operator topology.

**Lemma 2.3.** Let $\pi$ be a projective representation of a countable group $G$ on a Hilbert space $H$. Then

$$\langle \Theta_x(\xi), \Theta_y(\eta) \rangle = \langle \Theta_\eta(y), \Theta_\xi(x) \rangle$$

holds for any $\xi, \eta \in B_\pi$ and $x, y \in H$. 

Proof. This follows from direct calculation:

\[
\langle \Theta_x(\xi), \Theta_y(\eta) \rangle = \sum_{g \in G} \langle \xi, \pi(g)x \rangle \langle \pi(g)y, \eta \rangle \\
= \sum_{g \in G} \langle \pi(g)^*\xi, x \rangle \langle y, \pi(g)^*\eta \rangle \\
= \sum_{g \in G} \mu(g,g^{-1}) \mu(g,g^{-1}) \langle \pi(g)\xi, x \rangle \langle y, \pi(g)\eta \rangle \\
= \sum_{g \in G} \langle y, \pi(g)^{-1}\eta \rangle \langle \pi(g)^{-1}\xi, x \rangle \\
= \langle \Theta_y(y), \Theta_x(x) \rangle.
\]

We divide the proof of Theorem 1.2 into two separate propositions.

Proposition 2.4. Let \( \pi \) be a projective representation of a countable group \( G \) on a Hilbert space \( H \) such that \( B_\pi \) is dense in \( H \), and let \( x, y \in H \). Then the following are equivalent:

(i) \( \Theta_x(B_\pi) \perp \Theta_y(B_\pi) \);
(ii) \( [\pi(G)'x] \perp [\pi(G)'y] \).

Proof. By Lemma 2.2, we have that \( \pi(G)' \) is the weak operator closure of the linear span of \( \{ \Theta_\eta^*\Theta_\xi : \eta, \xi \in B_\pi \} \). Thus we have that \( [\pi(G)'x] \perp [\pi(G)'y] \) if and only if \( \langle y, \Theta_\eta^*\Theta_\xi(x) \rangle = 0 \) for all \( \xi, \eta \in B_\pi \). However, from Lemma 2.3, we have

\[
\langle \Theta_x(\xi), \Theta_y(\eta) \rangle = \langle \Theta_y(y), \Theta_x(x) \rangle = \langle y, \Theta_\eta^*\Theta_\xi(x) \rangle
\]

for all \( \xi, \eta \in B_\pi \). Thus, we obtain that \( [\pi(G)'x] \perp [\pi(G)'y] \) if and only if \( \Theta_x(B_\pi) \perp \Theta_y(B_\pi) \), and hence \( (i) \Leftrightarrow (ii) \).

Proposition 2.5. Let \( \pi \) be a projective representation of a countable group \( G \) on a Hilbert space \( H \) such that \( B_\pi \) is dense in \( H \), and let \( x, y \in H \). Then the following are equivalent:

(i) \( [\Theta_x(B_\pi)] = [\Theta_y(B_\pi)] \)
(ii) \( [\pi(G)'x] = [\pi(G)'y] \).

Proof. (i) \( \Rightarrow \) (ii): Assume that \( [\Theta_x(B_\pi)] = [\Theta_y(B_\pi)] \). Let \( z \perp [\pi(G)'x] \). Then, from Proposition 2.4, we have \( [\Theta_x(B_\pi)] \perp [\Theta_y(B_\pi)] \). Hence \( [\Theta_x(B_\pi)] \perp [\Theta_y(B_\pi)] \). Using Proposition 2.4 again we get \( z \perp [\pi(G)'y] \). Therefore we obtain that \( [\pi(G)'y] \subseteq [\pi(G)'x] \). By symmetry we get the equality.

(ii) \( \Rightarrow \) (i): Assume that \( [\pi(G)'x] = [\pi(G)'y] \). Let \( P_x \) (resp. \( P_y \)) be the orthogonal projection from \( \ell^2(G) \) onto \( [\Theta_x(B_\pi)] \) (resp. \( [\Theta_y(B_\pi)] \)), and let \( \lambda \) be the left regular \( \mu \)-projection representation of \( G \), where \( \mu \) is the multiplier of \( \pi \). It is a routine exercise to check that both \( [\Theta_x(B_\pi)] \) and \( [\Theta_y(B_\pi)] \) are invariant under \( \lambda \). Thus we have \( P_x\lambda g = \lambda g P_x \) and \( P_y\lambda g = \lambda g P_y \) for all \( g \in G \).

We first show that \( [\Theta_y(B_\pi)] \subseteq [\Theta_x(B_\pi)] \). Assume, to the contrary, that \( P_y P_x^\perp \chi_e \neq 0 \). Then

\[
P_y P_x^\perp \chi_e \neq 0
\]
(since otherwise we would have \( P_y P_x^\perp \chi_g = \lambda_y P_y P_x^\perp \chi_e = 0 \) and so \( P_y P_x^\perp = 0 \), where \( e \) is the group unit of \( G \).

By Lemma 2.1, there exists \( \eta \in \mathcal{B}_x \) such that \( \{ \pi(g)\eta : g \in G \} \) is a Parseval frame for \( [\pi(G)]y \), and \( \Theta_\eta(H) = [\Theta_y(\mathcal{B}_\pi)] \). So we have \( \Theta_\eta \Theta_\eta^* = P_y \). Let \( z = \Theta_\eta^* P_y P_x^\perp \chi_e \). Then, for any \( w \in H \), we have

\[
\Theta_z(w) = \sum_{g \in G} \langle w, \pi(g)\Theta_\eta^* P_y P_x^\perp \chi_e \rangle \chi_g \\
= \sum_{g \in G} \langle w, \Theta_\eta^* \lambda_y P_y P_x^\perp \chi_e \rangle \chi_g \\
= \sum_{g \in G} \langle \Theta_\eta(w), P_y P_x^\perp \lambda_y \chi_e \rangle \chi_g \\
= \sum_{g \in G} \langle P_x^\perp P_y \Theta_\eta(w), \chi_g \rangle \chi_g \\
= P_x^\perp P_y \Theta_\eta(w) = P_x^\perp \Theta_\eta(w).
\]

Therefore we get \( \Theta_z(H) \perp [\Theta_x(\mathcal{B}_\pi)] \). Hence, by Proposition 2.4, we have \( z \perp [\pi(G)]x \).

Since \( P_y P_x^\perp \neq 0 \), we have that \( P_x^\perp P_y \neq 0 \). So there exist \( w \in H \) such that \( P_x^\perp \Theta_\eta(w) = P_x^\perp P_y \Theta_\eta(w) \neq 0 \), which implies that

\[
0 \neq \langle P_x^\perp \Theta_\eta(w), P_x^\perp \Theta_\eta(w) \rangle = \langle P_x^\perp \Theta_\eta(w), \Theta_\eta(w) \rangle = \langle \Theta_z(w), \Theta_\eta(w) \rangle.
\]

Hence

\[
\Theta_z(w) \not\in [\Theta_\eta(H)]^\perp = [\Theta_y(\mathcal{B}_\pi)]^\perp.
\]

Therefore, by Proposition 2.4, \( z \) is not orthogonal to \( [\pi(G)]x \). But we already have that \( z \perp [\pi(G)]'x \) and \( [\pi(G)]'x = [\pi(G)]y \). This is a contradiction. Therefore we must have \( [\Theta_y(\mathcal{B}_\pi)] \subseteq [\Theta_x(\mathcal{B}_\pi)] \). By symmetry we also have \( [\Theta_x(\mathcal{B}_\pi)] \subseteq [\Theta_y(\mathcal{B}_\pi)] \). Therefore we get (i).

Clearly, the proof of the above proposition also implies the following more general statement:

**Proposition 2.6.** Let \( \pi \) be a projective representation of a countable group \( G \) on a Hilbert space \( H \) such that \( \mathcal{B}_\pi \) is dense in \( H \), and let \( x, y \in H \). Then the following are equivalent:

(i) \( [\Theta_y(\mathcal{B}_\pi)] \subseteq [\Theta_x(\mathcal{B}_\pi)] \)

(ii) \( [\pi(G)]'y \subseteq [\pi(G)]'x \).

**Proof of Theorem 1.2:** This immediately follows from Proposition 2.4 and Proposition 2.5. \( \square \)

In order to prove the second theorem we need the following result:

**Proposition 2.7.** Let \( \pi \) be a projective representation of a countable group \( G \) on a Hilbert space \( H \) such that \( \mathcal{B}_\pi \) is dense in \( H \). Then the following are equivalent:

(i) \( \pi \) has the orthogonality index \( N \);

(ii) \( N \) is the smallest number such that there exist \( N \)-strongly disjoint Parseval frame vectors \( \{ \xi_i : 1 \leq i \leq N \} \) such that \( D_\pi = \sum_{i=1}^{N} \Theta_{\xi_i}(H) \).
Proof. From the definition of the orthogonality index, clearly it is sufficient to show that if \( \{x_i : 1 \leq i \leq N\} \) are \( \pi \)-orthogonal vectors such that \( D_{\pi} = \sum_{i=1}^{N} \oplus \Theta_{x_i}(H) \), then there exist \( \pi \)-orthogonal Parseval frame vectors \( \{\xi_i : 1 \leq i \leq N\} \) such that \( D_{\pi} = \sum_{i=1}^{N} \oplus \Theta_{\xi_i}(H) \).

However, this follows from Lemma 2.1 since for each \( i \) there exists \( \xi_i \) such that \( \{\pi(g)\xi_i\}_{g \in G} \) is a Parseval frame for \( \pi(G)x_i \) and \( \Theta_{\xi_i}(H) = [\Theta_{x_i}(H)] \).

\[ \boxdot \]

Proof of Theorem 1.3:

Let \( N \) be the orthogonality index for \( \pi \) and \( K \) be the cyclic multiplicity of \( \pi(G)' \).

We first prove that \( K \leq N \). By Proposition 2.7, there exist \( \pi \)-orthogonal Parseval frame vectors \( \{\xi_i : 1 \leq i \leq N\} \) such that \( D_{\pi} = \sum_{i=1}^{N} \oplus \Theta_{\xi_i}(H) \). We claim that \( \{\xi_i : 1 \leq i \leq N\} \) is a cyclic set for \( \pi(G)' \). In fact, assume to the contrary that \( \text{span}\{\pi(G)'/\xi_i : g \in G, 1 \leq i \leq N\} \neq H \). Then there exists \( x \neq 0 \) such that \( [\pi(G)'x] \perp \text{span}\{\pi(G)'/\xi_i : g \in G, 1 \leq i \leq N\} \). Hence, by Proposition 2.4, \( \Theta_{\pi}(B_x) \perp \Theta_{\xi_i}(H) \) for all \( 1 \leq i \leq N \), which contradicts to the assumption that \( D_{\pi} = \sum_{i=1}^{N} \oplus \Theta_{\xi_i}(H) \). Thus \( \{\xi_i : 1 \leq i \leq N\} \) is a cyclic set for \( \pi(G)' \) and so \( K \leq N \).

Next we show that \( N \leq K \). Since \( \pi(G)' \) has the cyclic multiplicity \( K \), there exist \( K \) vectors \( x_i \in H \) such \( \text{span}\{\pi(G)'x_i : 1 \leq i \leq K\} = H \) and \( \pi(G)'x_i \perp \pi(G)'x_j \) when \( i \neq j \). By Theorem 1.2 we know that \( \{x_i\}_{i=1}^{k} \) are mutually \( \pi \)-orthogonal vectors. To show that \( N \leq K \), it suffices to prove that \( \{\Theta_{x_i}(B_{\pi}) : 1 \leq i \leq K\} \) generates \( D_{\pi} \). Let \( M := \text{span}\{\Theta_{x_i}(B_{\pi}) : 1 \leq i \leq K\} \) and let \( x \in H \) be arbitrary. We need to show that \( [\Theta_{x_i}(B_{\pi})] \subseteq M \). In fact, let \( P_i \) be the orthogonal projection from \( H \) onto \( [\pi(G)'x_i] \). Then \( P_i \) commutes with \( \pi(G)' \) and \( x = \sum_{i=1}^{K} P_i x \).

Since \( P_i x \in [\pi(G)'x_i] \), we have that \( [\pi(G)'P_i x] \subseteq [\pi(G)'x_i] \). Thus , by Proposition 2.6, we obtain \( [\Theta_{P_i x}(B_{\pi})] \subseteq [\Theta_{x_i}(B_{\pi})] \). This implies that for each \( \xi \in B_{\pi} \),

\[ \Theta_{\pi}(\xi) = \sum_{i=1}^{K} \Theta_{P_i x}(\xi) \in M \]

and so \( [\Theta_{x}(B_{\pi})] \subseteq M \). Therefore we get \( M = D_{\pi} \), as claimed. Thus \( N \leq K \).

\[ \boxdot \]

3. Some Applications

In this section we briefly discuss a few applications of the main results. We first examine our motivating example: Gabor representations. For \( (t,s) \in \mathbb{R}^d \times \mathbb{R}^d \), define the time-frequency representation (Gabor representation) \( \pi \) by:

\[ \pi(t,s) = E_s T_t \]

where \( E_s f(x) = e^{2\pi i \langle x, s \rangle} \) and \( T_t f(x) = f(x-t) \) for \( f \in L^2(\mathbb{R}^d) \). Let \( G \) be a full rank lattice in \( \mathbb{R}^d \times \mathbb{R}^d \) (i.e., \( G = M(\mathbb{Z}^d \times \mathbb{Z}^d) \) for some invertible real matrix \( M \)). The adjoint lattice of \( G \) is defined to be the lattice \( \tilde{G} = \{x \in \mathbb{R}^d \times \mathbb{R}^d : \langle \lambda, x \rangle \in \mathbb{Z}, \forall \lambda \in G\} \). In the case that a lattice \( G = A\mathbb{Z}^d \times B\mathbb{Z}^d \) is special, the adjoint lattice of \( G \) is given by \( \tilde{G} = \tilde{A} \times \tilde{B} = (B_t)^{-1} \mathbb{Z}^d \times (A_t)^{-1} \mathbb{Z}^d \). The volume of a full rank lattice \( G = M(\mathbb{Z}^d \times \mathbb{Z}^d) \) is given by \( v(G) = |\text{det} M| \).

For a full rank lattice \( G \) in \( \mathbb{R}^d \times \mathbb{R}^d \), the Gabor Representation \( \pi|_G \) is a projective unitary representation of \( G \) with the property that the Bessel vectors for \( \pi|_G \) is dense in \( L^2(\mathbb{R}^d) \),
and \( D_{\pi|G} = l^2(G) \). It is known that (cf. [6]) that \( \pi(G)' \) is exactly the von Neumann algebra generated by \( \pi(G) \). Moreover, it is trivial to check that in the one-dimensional \( (d = 1) \) case \( \pi(G) \) has the cyclic multiplicity \( N \) if and only if \( N - 1 < |v(G)| \leq N \). This is also true for the high dimension and separable lattice cases (it follows from the proofs of lattice tiling and packing results obtained in [21, 22] and [19]). Therefore, from Theorem 1.3, we immediately have the following consequence:

**Corollary 3.1.** Let \( G = A\mathbb{Z}^d \times B\mathbb{Z}^d \) be a full rank lattice in \( \mathbb{R}^d \times \mathbb{R}^d \). Then the Gabor representation \( \pi|G \) has the orthogonality index \( N \) if and only if \( \frac{1}{N} \leq v(G) < \frac{1}{N-1} \).

We believe that the above corollary also holds for any non-separable lattices. However, our techniques used in [21] and [19] only apply to the case when \( G \) is a separable lattice. It is possible that the techniques used in [4] may lead to a proof for the non-separable lattice cases. We remark that in the separable \( G = A\mathbb{Z}^d \times B\mathbb{Z}^d \) case, if \( \frac{1}{N} < |\det(AB)| < \frac{1}{N-1} \), then the frame multiplicity of \( \pi|G \) is \( N - 1 \), while by Corollary 3.1, the orthogonality index is \( N \). The two agree if and only if \( |\det(AB)| = \frac{1}{N} \) for some positive integer \( N \).

One of the well-known properties for Gabor frames is the so-called duality principle (most commonly referenced as the Ron-Shen Duality theorem, cf. [6, 23, 25]) involving different class of vectors (e.g., frame vectors, Bessel vectors, cyclic vectors, Riesz sequence generators). For example, the duality principle states that (i) \( \psi \) is a complete frame vector for \( \pi|G \) if and only if \( \{ \pi(\hat{g})\psi : \hat{g} \in \hat{G} \} \) is a Riesz sequence, and (ii) if \( \psi \) is Bessel, then the Gabor sequence \( \{ \pi(g)\psi : g \in G \} \) is complete in \( L^2(\mathbb{R}^d) \) if and only if the adjoint of the analysis operator \( \{ \pi(\hat{g})\psi : \hat{g} \in \hat{G} \} \) is injective. We point out that Theorem 1.2 provides an alternate proof for (ii). In fact, it generalizes to non-Bessel vector cases.

**Corollary 3.2.** Let \( G \) be a full rank lattice in \( \mathbb{R}^d \times \mathbb{R}^d \). Then \( \{ \pi(g)\psi : g \in G \} \) is complete sequence in \( L^2(\mathbb{R}^d) \) if and only if \( \{ \pi(\hat{g})\psi : \hat{g} \in \hat{G} \} \) is \( \ell^2 \)-linearly independent, where by the \( \ell^2 \)-linearly independence of \( \{ \pi(\hat{g})\psi : \hat{g} \in \hat{G} \} \) we mean that whenever \( c := (c_g) \in \ell^2(\hat{G}) \) satisfies the condition that \( \sum_{\hat{g} \in \hat{G}} c_{\hat{g}} \pi(\hat{g})\psi, \eta \) is convergent to 0 for all \( \eta \in B_{\pi|G} \), then we have that \( c = 0 \).

This is actually a special case of the following more general result:

**Proposition 3.3.** Let \( \pi \) and \( \tau \) be two projective unitary representations of a group \( G \) on the same Hilbert space \( H \). Assume that \( B_\tau \) dense in \( H \), \( \tau(G) \) generates the von Neumann algebra \( \pi(G)' \) and \( D_\tau = \ell^2(G) \). Then \( \{ \pi(g)\psi : g \in G \} \) is a complete sequence in \( H \) if and only if \( \{ \tau(g)\psi : g \in G \} \) is \( \ell^2 \)-linearly independent.

**Proof.** First assume that \( \{ \pi(g)\psi : g \in G \} \) is a complete sequence in \( H \). Then, by Theorem 1.2, we have that there is no non-zero vector \( y \in H \) such that \( \psi \) and \( y \) are \( \tau \)-orthogonal. This implies that \( [\Theta_\psi(B_\tau)] = D_\tau = \ell^2(G) \). If \( c = (c_g)_{g \in G} \in \ell^2(G) \) such that \( \sum_{g \in G} c_g \tau(g)\psi = 0 \), then we have that \( \{ c, \Theta_\psi(\eta) \} = 0 \) for all \( \eta \in B_\tau \). Hence \( c = 0 \). Hence \( \{ \tau(g)\psi : g \in G \} \) is \( \ell^2 \)-linearly independent, as claimed.

Conversely, assume that \( \{ \tau(g)\psi : g \in G \} \) is \( \ell^2 \)-linearly independent. We need to show that \( [\tau(G)\psi] = H \). Assume, otherwise, there is \( 0 \neq \eta \perp [\tau(G)\psi] \) and \( \eta \in H \). Then, by Theorem 1.2 again, we get \( [\Theta_\psi(B_\tau)] \perp [\Theta_\eta(B_\tau)] \). Thus \( [\Theta_\psi(B_\tau)] \neq \ell^2(G) \), which implies that \( \{ \tau(g)\psi : g \in G \} \) is not \( \ell^2 \)-linearly independent. So we have \( H = [\tau(G)\psi] = [\pi(G)H] \) and therefore \( \{ \pi(g)\psi : g \in G \} \) is a complete sequence in \( H \).
Proposition 3.4. Let \( \pi \) be a complete frame vector and have orthogonality index one. Then following are equivalent:

(i) \( \pi \) has orthogonality index one;

(ii) The orthogonal projection \( P_\xi \) onto \( \Theta_\xi(H) \) is in the center of \( \mathcal{L} \), where \( \mathcal{L} \) is the von Neumann algebra generated by \( \lambda \) with multiplier \( \mu \);

(iii) For every complete frame vector \( \eta \) for \( \pi \), there exists an invertible operator \( T \in \pi(G)' \) such that \( \eta = T\xi \);

(iv) \( \xi \) is a cyclic vector for \( \pi(G)' \);

(v) For every complete frame vector \( \eta \) for \( \pi \), there exists a unique frame vector \( \psi \) for \( \pi \) such that

\[
x = \sum_{g \in G} \langle x, \pi(g)\xi \rangle \pi(g)\psi
\]

holds for every vector \( x \in H \).

Proof. The equivalence from (ii) to (v) was proved in [15] (Theorem 3.6). From Theorem 1.3, we have that (iv) implies (i). So it suffices to show that (i) implies (v). Assume that \( \pi \) has the orthogonality index one. Then there exists \( x \in H \) such that \( [\Theta_x(B_\pi)] = \mathcal{D}_\pi \). Using Proposition 2.1, there exists \( \eta \) such that \( [\Theta_x(B_\pi)] = \Theta_\eta(H) \) and \( \{\pi(g)\eta\}_{g \in G} \) is a Parseval frame for \( [\pi(G)x] (= [\pi(G)\eta]) \).

We first show that \( [\pi(G)x] = H \). In fact, similar to the proof of Theorem 4 in [12], it can be shown that, there exists vector \( \varphi \) such that \( \eta + \varphi \) is a complete frame vector for \( \pi \) and \( \eta, \varphi \) are \( \pi \)-orthogonal. So we have \( \Theta_\varphi(H) \perp \Theta_\eta(H) = \mathcal{D}_\pi \), and hence \( \varphi = 0 \). Therefore \( [\pi(G)x] = [\pi(G)\eta] = H \).

Secondly, we prove that \( [\pi(G)\eta] = H \). Assume, otherwise, \( [\pi(G)\eta] \neq H \). Then there exists \( 0 \neq y \) such that \( [\pi(G)\eta] \perp [\pi(G)y] \) and so, by Theorem 1.2, we have \( \mathcal{D}_\pi = [\Theta_\eta(B_\pi)] \perp \mathcal{D}_\pi \).
\[ \Theta_y(\mathcal{B}_\pi) \subseteq D_\pi, \] which is a contradiction. Therefore \([\pi(G)'\eta] = H\] and hence \(\eta\) is a complete Parserval frame vector for \(\pi\).

By the parameterization theorem (cf. [18, 20]), there exists an invertible operator \(T\) in the von Neumann algebra generated by \(\pi(G)\) such that \(\xi = T\eta\). Thus we get (iv) since 
\[ [\pi(G)\xi] = [\pi(G)T\eta] = [\pi(G)\eta] = H. \]
□

Any frame vector \(\varphi\) satisfying the reconstruction formula in (v) of Proposition 3.4 is called a dual frame vector for \(\xi\). The above proposition tells us that orthogonality index characterizes all the frame vectors that have a unique dual frame vector (we remark that since these frames are not necessarily Riesz bases, usually they still have duals of other kind. But the dual frame vector is unique when \(\pi\) has the orthogonality index one). On the other side if the orthogonality index is higher enough then we may have a better choices for the dual frame vectors. For example we have the following:

**Proposition 3.5.** Let \(\pi\) be a \(\mu\)-projective unitary representation of \(G\) on \(H\) which admits a complete frame vector. Assume that the von Neumann algebra generated by the left regular \(\mu\)-projective unitary representation is a factor and the orthogonality index is at least 3. Then for any complete frame vector \(\xi\) of \(\pi\), there exists a complete tight frame vector \(\eta\) such that \(\eta\) is a dual frame vector of \(\xi\).

**Proof.** The assumption implies that there exists two \(\pi\)-orthogonal frame vectors for \(\pi\), and so the conclusion follows from Theorem 1.2 in [19]. □
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