MATH 304
Linear Algebra

Lecture 5:
Matrix algebra.



Matrices

Definition. An m-by-n matrix is a rectangular
array of numbers that has m rows and n columns:

ail] 4d12 ... din
djy1 a2 ... daop
aml am2 . o amn

Notation: A = (ajj)i<i<n 1<j<m Or simply A = (aj;)
if the dimensions are known.



An n-dimensional vector can be represented as a
1 X n matrix (row vector) or as an n x 1 matrix
(column vector):

X1

X2
(X1, X2, . - ., Xp)



An m x n matrix A = (a;) can be regarded as a
column of n-dimensional row vectors or as a row of
m-dimensional column vectors:

Vi
A= sz : vi = (a1, a2, -, ain)
Vm
di;
A= (Wi, Wy, ..., W), W; = a-zj



Vector algebra

Let a = (a1,ay,...,a,) and b= (by, by,..., b,)
be n-dimensional vectors, and r € R be a scalar.

Vector sum: a+b = (a1 + by,ar + by, ..., a,+ b,)

Scalar multiple:  ra = (ray, rao, ..., ra,)
Zero vector:  0=(0,0,...,0)
Negative of a vector: —b = (—by,—by,...,—b,)

Vector difference:
a—b:a+(—b):(al—bl,ag—bz,...,a,,—b,,)



Given n-dimensional vectors vy, vy, ..., Vv, and
scalars ri, r, ..., r, the expression

(nv1+ vy + -+ vy

is called a linear combination of vectors
Vi,Vo, ..., V.

Also, vector addition and scalar multiplication are
called linear operations.



anxy+ apxo+ -+ aix, = b
ar1 X1 + axpXo + -+ arypX, = b2

amX1 + amXo + -+ ampXp = bm

Vector representation of the system:

aii arn ain by

a1 an an by
X1 : + X : + Xy : = .

dmi am? dmn bm

Theorem The above system is consistent if and
only if the vector of right-hand sides is a linear
combination of columns of the coefficient matrix.



Matrix algebra

Definition. Let A = (a;) and B = (b;;) be mxn
matrices. The sum A+ B is defined to be the mxn
matrix C = (¢j) such that |c¢; = aj; + bj;| for all
indices i/, j.

That is, two matrices with the same dimensions can
be added by adding their corresponding entries.

ail an bi1 bio ain + b an + bio
axy axn |+ | ba b =|aun+bu axn+ bx
asl as bs1 b3 as1 + b1 as + b



Definition. Given an mxn matrix A = (a;) and a
number r, the scalar multiple rA is defined to be
the mxn matrix D = (dj) such that |d; = ra;;| for
all indices 1, .

That is, to multiply a matrix by a scalar r,
one multiplies each entry of the matrix by r.

di1 d12 413 raix raip rais
r{az axp ax3 | = | Fax1 rax ra;
d31 d32 ds3 ras; raszy frass



The mxn zero matrix (all entries are zeros) is
denoted O,, or simply O.

Negative of a matrix: —A is defined as (—1)A.
Matrix difference: A — B is defined as A+ (—B).

As far as the linear operations (addition and scalar
multiplication) are concerned, the mxn matrices
can be regarded as mn-dimensional vectors.



Examples
32 -1 2 01
A_<1 1 1>' B_<O 1 1)'
2 0 11
~(61) 2-(s)

52 0 12 -2

A+B‘<122>' A_B_<1o 0)'
40 33
() o)

2C +3D = <g 2) A+ D is not defined.



Properties of linear operations

(A+B)+C=A+(B+ ()
A+B=B+A
A+O0=0+A=A

A+ (-A)=(-A)+A=0
r(sA) = (rs)A
r(A+B)=rA+rB
(r+s)A=rA+sA

1A=A

0A=0



Dot product

Definition. The dot product of n-dimensional
vectors x = (x1, X, ..., Xx,) and y = (y1,¥2, -, ¥n)
is a scalar

n
Xy =Xy1 +Xoy2+ 4+ Xn¥Yn = ZXkYk-
k=1

The dot product is also called the scalar product.



Matrix multiplication

The product of matrices A and B is defined if the
number of columns in A matches the number of
rows in B.

Definition. Let A = (aj) be an mxn matrix and
B = (bij) be an nxp matrix. The product AB is
defined to be the mxp matrix C = (¢j) such that

n . . P
Cii = > 1 dikbyj| for all indices i, j.

That is, matrices are multiplied row by column:

(&iela)

i




ailr 4d12 ... din

_ a ap ... ay _
dml dm2 dmn
b11 b12 ce blp
B — b21 b22 . bgp
b | B | -+ | bnp
Vi‘W1 V1"W»
. AB — Vo -.Wl Vo '.W2

VW1 VW)

Vi-Wp
VoW,

Vm'Wp



Examples.
Y1

(X17 X5+ 7X”) y;2 = (22:1 Xk_)/k),

Yn

n yixy yixo

Y2 YoX1 YoX2
. (X]_,XQ,...,X,,): . .

Yn YnX1 YnXo

YiXn
Y2Xn

YnXn



Example.

(11_1> s _<_31 30)
02 1 1 74 1 -3 17 16 1
0 311

-2560 <(1) ; _11> is not defined

1 7 41



System of linear equations:

ayxy + appxo + -+ -+ aipXxp = by
aiXy + axpXo + -+ + agXp = by

amiX1t + amexe + -0+ ampXn = bm
Matrix representation of the system:

dil 4d12 ... din X1
djy1 a2 ... daop X2



Properties of matrix multiplication:

(AB)C = A(BC) (associative law)
(A+ B)C =AC + BC (distributive law #1)
C(A+B)=CA+ CB (distributive law #2)

(rA)B = A(rB) = r(AB)

Any of the above identities holds provided that
matrix sums and products are well defined.



If A and B are nxn matrices, then both AB and BA
are well defined nxn matrices.

However, in general, AB # BA.

2 0 11
Example. lLet A= (O 1), B = (0 1).

2 2 2 1
Then AB = <O 1), BA = <O 1).

If AB does equal BA, we say that the matrices A
and B commute.



