MATH 304
Linear Algebra

Lecture 6:
Diagonal matrices.
Inverse matrix.



Matrices

Definition. An m-by-n matrix is a rectangular
array of numbers that has m rows and n columns:

ailr 4d12 ... din
djy1 dz2 ... dap
dml 4m2 --- Amn

Notation: A = (ajj)i<i<n 1<j<m or simply A = (aj)
if the dimensions are known.



Matrix algebra: linear operations

Addition: two matrices of the same dimensions
can be added by adding their corresponding entries.

Scalar multiplication: to multiply a matrix A by
a scalar r, one multiplies each entry of A by r.

Zero matrix O: all entries are zeros.
Negative: —A is defined as (—1)A.
Subtraction: A — B is defined as A+ (—B).
As far as the linear operations are concerned, the

mxn matrices can be regarded as mn-dimensional
vectors.



Properties of linear operations

(A+B)+C=A+(B+C)
A+B=B+A
A+O0=0+A=A
A+ (-A)=(-A)+A=0
r(sA) = (rs)A
r(A+B)=rA+rB
(r+s)A=rA+sA
1A=A

0A=0



Matrix algebra: matrix multiplication

The product of matrices A and B is defined if the
number of columns in A matches the number of

rows in B.

Definition. Let A = (aj) be an mxn matrix and
B = (bij) be an nxp matrix. The product AB is
defined to be the mxp matrix C = (¢j) such that

— n . -
Cij = D _—1 ik by

for all indices 1, .

That is, matrices are multiplied row by column.



dil1 412 ... din Vi

o dz1 422 ... dop . Vo
aml am2 PN amn Vm
b11 b12 c. blp
b21 b22 ce bzp
B=| 171, | 7| =(w,wy... wp)
b1 | b2 | ... | bnp
Vi'W; Vi*Wp ... VI'W,
VoW1 VW3 ... VW,
— AB = _ _

Vm°W1 Vm'w2 .« .. Vm'Wp



Any system of linear equations can be represented
as a matrix equation:
ajixy + appxo + -+ + aXx, = by
aniXy + axnxo + -+ apx, = by

......... @ AX - b’
AmiX1 + ampXo + -+ amnXp = bm
where
ail ai ... ain X1 by
a1 ap ... a X2 b,

A= : : .. : ) X = : ’b:

dml dm2 --- dmn Xn bm



Properties of matrix multiplication:

(AB)C = A(BC) (associative law)
(A+ B)C =AC+ BC (distributive law #1)
C(A+B)=CA+ CB (distributive law #?2)

(rA)B = A(rB) = r(AB)

Any of the above identities holds provided that
matrix sums and products are well defined.



If A and B are nxn matrices, then both AB and BA
are well defined nxn matrices.

However, in general, AB # BA.

2 0 11
Example. lLet A= (0 1), B = (O 1).

2 2 2 1
Then AB-(O 1), BA-(O 1).

If AB does equal BA, we say that the matrices A
and B commute.



Problem. Let A and B be arbitrary nxn matrices.
Is it true that (A — B)(A+ B) = A2 — B??

(A-B)A+B) = (A—B)A+(A—B)B
= (AA— BA)+ (AB — BB)
— A+ AB— BA—B?

Hence (A— B)(A+ B) = A> — B? if and only if
A commutes with B.



Diagonal matrices

If A= (a;) is a square matrix, then the entries aj
are called diagonal entries. A square matrix is
called diagonal if all non-diagonal entries are zeros.

Example.

o O~

00
1 0], denoted diag(7,1,2).
0 2

Let A= diag(sl, So, ...y Sn), B = diag(tl, t,..., tn).
Then A+ B =diag(s; + t1, S+ to, ..., Sy + tn),
rA = diag(rsy, sy, . . ., rSy).



Example.

700 -1 00 700
010 050| = 050
00 2 003 006

Theorem Let A = diag(sy, s, .- -, Sn),
B = diag(ty, ta, . . ., ty).

Then A+ B =diag(s; + t1,S+ to, ..., Sy + tn),
rA = diag(rs, rsy, . .., rsy).
AB = diag(sltl, Sty ..., S,,tn).

In particular, diagonal matrices always commute.



Example.

7 00 a1 a2 ais Taj; fajp Tasz
010 ay ax» ax | =\ a1 ax» ax
00 2 as1 azp asz 2331 2332 2333

Theorem Let D = diag(di, ds,...,dy) and A be
an mxn matrix. Then the matrix DA is obtained
from A by multiplying the ith row by d; for
i=1.2... m
Vi divi
dav
A= — DA= _

Vi dmVm



Example.
ail an ams 700 a1 an 2a3
a1 axp axn 01 0] =|7an ax 2ax
0 0 2

as asx ass Ta31 a3 2as3

Theorem Let D = diag(d;, d>,...,d,) and A be
an mxn matrix. Then the matrix AD is obtained
from A by multiplying the ith column by d; for
=12, ...,n:
A= (wg,wy,...,W,)
— AD = (dlwl, d2W2, cey d,,W,,)



Identity matrix

Definition. The identity matrix (or unit matrix) is
a diagonal matrix with all diagonal entries equal to 1.
The nxn identity matrix is denoted /,, or simply /.

100
h = (1), /2:((1) (1)> LF=1010
001
10...0
_ |01 0
In general, =17 7 7"
00 ... 1

Theorem. Let A be an arbitrary mxn matrix.
Then [,A= Al, = A.



Inverse matrix

Let M,(R) denote the set of all nxn matrices with
real entries. We can add, subtract, and multiply
elements of M,(R). What about division?

Definition. Let A € M,(R). Suppose there exists
an nxn matrix B such that

AB = BA =1,

Then the matrix A is called invertible and B is
called the inverse of A (denoted A™1).

A non-invertible square matrix is called singular.

AATL = AtA=




Examples

(51 o) - (30)

Thus A1=B, B'=A and C!'=C.



Basic properties of inverse matrices:
e If B=A"1 then A= B~L. In other words, if A
is invertible, so is A™1, and A= (A"1)7L.

e The inverse matrix (if it exists) is unique.
Moreover, if AB = CA = | for some matrices
B,C e M,(R) then B=C=A"1.

Indeed, B = IB = (CA)B = C(AB) = Cl = C.

o If matrices A, B € M,(R) are invertible, so is
AB, and (AB)! = B-1AL.

(BAY)(AB) = BH(A'A)B=B"'IB=B"'B =1,
(AB)(BTA™1) = A(BB1)A 1= AIAL = AA L = |.

e Similarly, (A1Ay... . A) L= A;l .. .A2_1A1_1.



Other examples

o-(38) 2 (4 )

”=(00)(00)= (0 0)

It follows that D is not invertible as otherwise
D’?=0 = D'D?°=D1'0 = D=0.

=0 ) )G )

It follows that E is not invertible as otherwise
E2=2E — E?E'=2FEFE!'! — E=2I.

m



