MATH 304
Linear Algebra

Lecture 14:
Linear independence (continued).



Linear independence

Definition. Let V be a vector space. Vectors
Vi,Vo, ...,V € V are called linearly dependent if they
satisfy a relation

nvy+ Vs + -+ nv =0,

where the coefficients ry,...,r € R are not all equal to zero.
Otherwise the vectors vy, vy, ..., v, are called linearly
independent. That is, if

nVi+hVa+ - - +nve = 0 — n=---=r=0.

An infinite set S C V is linearly dependent if there are
some linearly dependent vectors vi,...,v, € S. Otherwise S
is linearly independent.



Theorem Vectors vi,...,v, € V are linearly
dependent if and only if one of them is a linear
combination of the other kK — 1 vectors.

Examples of linear independence.

e Vectors e; = (1,0,0), e; =(0,1,0), and
es = (0,0,1) in R,

e Matrices Ej; = <(1) 8) Eir, = <8 (1)>

00 00
E21:<1 O),and E22:<0 1)



Examples of linear independence

e Polynomials 1,x,x2,...,x".

ag + aix + axx®> + -+ a,x" = 0 identically
= g3,=0 for 0<i<n

e The infinite set {1,x,x%,...,x",...}.

Y

e Polynomials pi(x) =1, po(x) =x—1, and
po(x) = (x — 1)

a1p1(x) + axpa(x) + a3p3(x) = a1 + as(x — 1) + as(x — 1)? =
= (a1 — a + a3) + (a2 — 2a3)x + asx>.

Hence aipi(x)+ axpa(x) + asps(x) = 0 identically

— g —a&ataz=a—2a3=a3=0

— g =a=a=0



Problem Let v; =(1,2,0), v, =(3,1,1), and
vz = (4, —7,3). Determine whether vectors
Vo, V, v3 are linearly independent.

We have to check if there exist r1, rn, 3 € R not all
zero such that vy + vy + vy = 0.
This vector equation is equivalent to a system

rn+3n+4rs =0 1 3 410
2n+nrn—7rs=0 21 —-7|0
On+nmrn+3n=0 01 3|0

The vectors vi, vy, v3 are linearly dependent if and
only if the matrix A = (v1, v, v3) is singular.
We obtain that det A = 0.



Theorem Vectors vy, vy, ..., v, € R" are linearly
dependent whenever m > n (i.e., the number of
coordinates is less than the number of vectors).

Proof: Let v; = (ayj,ay,...,ay) for j=1,2,...,m.
Then the vector equality tyvi + tovo + -+ tpv, =0
is equivalent to the system

aity +apb + -+ aimtm = O,
arity + apty + -+ amty, = O,

anty + amtr + -+ apmtm = 0.

Note that vectors vi,Vv»,...,v,, are columns of the matrix
(a;). The number of leading entries in the row echelon form
is at most n. If m > n then there are free variables, therefore
the zero solution is not unique.



Example. Consider vectors v; = (1, —1,1),

vo = (1,0,0), v3 = (1,1,1), and v4 = (1,2,4) in R3.
Two vectors are linearly dependent if and only if
they are parallel. Hence v; and v, are linearly
independent.

Vectors vi, Vo, vz are linearly independent if and
only if the matrix A = (vq, v, v3) is invertible.

111 1
detA=|—-1 0 1 :—‘ . 1‘:2#0.
101

Therefore vi, Vo, v3 are linearly independent.

Four vectors in R3 are always linearly dependent.
Thus vi, vy, v3, vy are linearly dependent.



Problem 1. Show that functions 1, €%, and e *
are linearly independent in F(R).

Proof: Suppose that a+ be* + ce™ = 0 for some
a,b,c € R. We have to show that a= b =c =0.

x=0 = at+b+c=0
x=1 = a+be+ce =0
x=-1 = a+bel+ce=0

11 1
The matrix of the systemis A= |1 e e!
1 el e

detA=e2—e2—_2e+2e =
=(e—eNet+el)—2—et)=
— (e—e V)(e+e1—2) = (e—e 1) (e}/2—e"1/2)2 £ 0.

Hence the system has a unique solution a= b =c = 0.
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Problem 2. Show that functions €, €%¥, and e3*

are linearly independent in C*°(R).

Suppose that ae* + be?* + ce>* =0 for all x € R,
where a, b, ¢ are constants. We have to show that
a=b=c=0.
Differentiate this identity twice:

ae* + 2be® + 3ce3* = 0,

ae* + 4be®* 4 9ce® = 0.

It follows that Av = 0, where
111 aeX
1 23], v=|be*
1 409 ce3x

A—
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To compute det A, subtract the 1st row from the
2nd and the 3rd rows:

111 111 111
123 =|012|/=|012 :‘
1409 1409 0 38

1 2
5| =2

Since A is invertible, we obtain
Av=0 — v=0 = aeX=be*=ce®>*=0
— a=b=c=0



Theorem 1 Let A, )y, ..., \c be distinct real
numbers. Then the functions e’ e .. . eMx
are linearly independent.

Theorem 2 The set of functions
{xme™ | NeR, m=0,1,2,...}

is linearly independent.



