MATH 304
Linear Algebra
Lecture 31:

The Gram-Schmidt process (continued).
Norm on a vector space.



Orthogonal projection




Orthogonal projection

Theorem Let V be a subspace of R”. Then
any vector x € R" is uniquely represented as
Xx=p+o, where pc V and o€ V'

The component p is the orthogonal projection of
the vector x onto the subspace V. The distance
from x to the subspace V is ||o||.

If vi,vo, ..., vk is an orthogonal basis for V' then

_{x,vy) (X, v3) o (X, Vi) y
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The Gram-Schmidt orthogonalization process

Let V be a subspace of R”. Suppose xi,Xo, ..., Xk
is a basis for V. Let

Vi = Xy,

Vo = Xy — <X2’ V1>V1,
<V1, V]_>

Vs = X3 — (x3, V1>v1 _ <X37V2>v2'
<V1, V]_> <V2, V2>

Ve = X — <Xk7 V1>V1 L <Xk7 vk—1> Vi1
<V1, V1> <Vk—1, Vk—1>

Then vi,vs, ..., v, is an orthogonal basis for V.



Span(vy, vy) = Span(xi, X2)



Normalization

Let V be a subspace of R”. Suppose vi,vo, ..., v,
is an orthogonal basis for V.
V2 Vi
Let wi = ——, Wy = —— ..., W, = .
[va [v2] [l
Then wq,Wo, ..., wy is an orthonormal basis for V.

Theorem Any non-trivial subspace of R” admits
an orthonormal basis.



Orthogonalization / Normalization

An alternative form of the Gram-Schmidt process combines
orthogonalization with normalization.

Suppose X1, X, ..., X, is a basis for a subspace
V CR". Let

VL= XL W=

vz =Xz — (X2, W)W, Wz = 2,

V3 = X3 — (X3, W1)W1 — (X3, W2)Wp, W3 = 3,
Vi = X — (Xp, W1)W1 — -+ = — (X, Wj_ 1)W1,
Wi = Ty,

Then wi,wWs, ..., wy is an orthonormal basis for V.



Problem. Let 1 be the plane spanned by vectors

x; = (1,1,0) and x, = (0,1,1).

(i) Find the orthogonal projection of the vector
= (4,0, —1) onto the plane I.

(ii) Find the distance from y to [1.

First we apply the Gram-Schmidt process to the basis xi, X»:
Vi = X1 = (]., ]., 0),

(X2, V1) 1 o
(v, v1) 5(1,1,0) = (=1/2,1/2,1).

Now that vi, v, is an orthogonal basis for 1, the orthogonal
projection of y onto [1 is

~{ysvi) v <Y,V2> 4 -3
P= <V1,V1> ! <V2,V2> 2(17170) 3/2

= (27 27 0) + (17 _17 _2) = (37 ]-7 _2)
The distance from y to Mis |y — p|| = [|(1, —-1,1)|| = V3.

1=(0,1,1) —

Vo = Xo —

—>(-1/2,1/2,1)




Problem. Find the distance from the point

y = (0,0,0,1) to the subspace V C R* spanned
by vectors x; = (1,—-1,1,-1), xo = (1,1, 3, -1),
and x3 =(-3,7,1,3).

First we apply the Gram-Schmidt process to vectors xi, X», X3
and obtain an orthogonal basis vy, v;,v3 for the subspace V.
Next we compute the orthogonal projection p of the vector y
onto V:

(y,v1) Vi + (y,v2) Vo (y,vs)

V3.
(vi,ve) T (v, vo) (vs,v3) °

p:

Then the distance from y to V equals ||y — p||.

Alternatively, we can apply the Gram-Schmidt process to
vectors Xi, X»,X3,y. We should obtain an orthogonal system
Vi,Vo,V3, V4. Then the desired distance will be ||v4]|.



x1=(1,—-1,1,-1), xo = (1,1,3, 1),
x3=(-3,7,1,3), y=1(0,0,0,1).

Vi = X1 = (1, —]., ]., —1),

<X2,V1> 4
= Xp— =(1,1,3,-1)——(1,-1,1, -1

Vo X2 <V1,V1>V1 (7 ) ) 4(7 ) )
=(0,2,2,0)
V3 = X3 — <X3,V1> o <X3,V2> )

(v1,v1) (v2,Vv2)

12 16

= (-3.7.1.3) - ~(1,-1,1,-1) - =(0,2,2,0)



The Gram-Schmidt process can be used to check
linear independence of vectors! It failed because
the vector x3 is a linear combination of x; and x».
V is a plane, not a 3-dimensional subspace. To fix
things, it is enough to drop xs, i.e., we should
orthogonalize vectors xi, Xy, Y.

‘73 — <y7 V1> v <y7 V2> Vs

(vivi) T (v, v)
~(0,0,0,1) — _Tl(l, S11,-1)— g(o, 2.2,0)
=(1/4,—-1/4,1/4,3/4).

. 1 113 1 V12 /3
i3] = ‘(_ __,_,_)’ (1,-1,1,3)[ = Y22 = V2
4 444 2

4

4



Norm

The notion of norm generalizes the notion of length
of a vector in R".

Definition. Let V be a vector space. A function
a:V — R is called a norm on V if it has the
following properties:

(i) a(x) >0, a(x) =0 only for x =0 (positivity)
(i) a(rx) =|r|a(x) forall r € R (homogeneity)
(i) a(x+y) <a(x)+ay) (triangle inequality)

Notation. The norm of a vector x € V' is usually
denoted ||x||. Different norms on V are
distinguished by subscripts, e.g., [|x||1 and ||x||..




Examples. V =TR", x=(x1,x2,...,X,) € R".

Cxels -y [ Xal)-
Positivity and homogeneity are obvious. Let
x=(xg,...,%,) and y = (y1,...,ys). Then
X+y=0x+y,..., X + Yn)
xi + yil < [xi| + |yil < max;|x;| + max; |yl
= max; [x; + yj| < max; ;[ 4 max; |yj|
= X+ ¥l < [Ixlloc + [yl

o [[x]|oc = max(|x;

o [Ix[[x=Pal + Pl + -+ |xl.

Positivity and homogeneity are obvious.
The triangle inequality: |x; + yi| < |xi| + |yl

= Dty <30I+ il



Examples. V =TR", x = (x1,%,...,X,) € R".

1/p

o [Ix][p = (]xalP + [xlP+ -+ |x:|P)", p>0.

Remark. ||x||2 = Euclidean length of x.

Theorem ||x||, is a norm on R” for any p > 1.

Positivity and homogeneity are still obvious (and
hold for any p > 0). The triangle inequality for
p > 1 is known as the Minkowski inequality:

1
(Jxi + y1P 4+ 2 + y2lP + -+ + |0 + yal?) /P <

< (balo -+ bal?) 77+ (1l - D)



Normed vector space

Definition. A normed vector space is a vector
space endowed with a norm.

The norm defines a distance function on the normed

vector space: dist(x,y) = [[x —y||.

Then we say that a vector x is a good
approximation of a vector xg if dist(x,xg) is small.

Also, we say that a sequence xi,Xp,... converges
to a vector x if dist(x,x,) = 0 as n — oo.



Unit circle: ||x|| =1

[

\

Ix]| = (<2 + x2)/2
x| = (32 +x2)"*
x|l = x| + |l

[x[| = max(]xal, [x2)
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Examples. V = Cla,b], f:[a, b] — R,
* [Iflloe = max [f(x)].

-IWh—/If )l d

b 1/p
-Hﬂb=< rawww) pso0

Theorem ||f||, is a norm on CJa, b] for any p > 1.



