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## Example

A familiar problem: if we have a stationary car whose acceleration is a constant $a$, and we want to determine how long it will take the car to travel a distance $d$, we are interested in the solutions of

$$
\frac{1}{2} a t^{2}-d=0
$$

That is, we are interested in the zero set of $\frac{1}{2} a t^{2}-d$.
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Idea: we can tell when to stop looking if we know how many roots there are.
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## Example

We can write

$$
x_{1}^{2}+2 x_{1} x_{2}+3 x_{2}^{2}
$$

as

$$
x^{a_{1}}+2 x^{a_{2}}+3 x^{a_{3}}
$$

where $a_{1}=(2,0), a_{2}=(1,1)$, and $a_{3}=(0,2)$.
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Example
$f=5 x_{1} x_{2}^{2}+7 x_{2}+3 x_{1}^{4}-8 x_{1}^{3} x_{2}-x_{2}^{5}$ is a 2 -variate 5 -nomial.

And now for the objects of our interest:
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For polynomials in one variable, these are finite (unless the polynomial itself is 0 ). For multivariate polynomials, though, this need not be true.
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The connected components are the distinct curves in this set. Compact components are closed and bounded.
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## What do we know already?

- For univariate polynomials, Descartes' rule of signs.
- Khovanskii [2] gives a bound around $2\binom{(2-1}{2}\left(2 n^{3}\right)^{n-1}$ for connected components.
- Bihan \& Sottile [1] give a bound around $2\left({ }_{2}^{m-n-1}\right)(m-n-1) n^{m-n-2}$ for compact components.
But these are huge.
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Yes.
Viro diagrams are diffeotopic to positive real zero sets in certain conditions.
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And the zero set is as above.
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And here the zero set doesn't match.

## Back to bounds

So we look for bounds again.

## Back to bounds

So we look for bounds again.
Perrucci [3] found a way to bound compact components of 2-variate 4-nomials.

Basic idea: restrict polynomial to curve to get univariate polynomial:

Basic idea: restrict polynomial to curve to get univariate polynomial:


Basic idea: restrict polynomial to curve to get univariate polynomial:



Basic idea: restrict polynomial to curve to get univariate polynomial:



Using this method, we are working to improve the bound on 2-variate 5 -nomials to less than 5 .
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