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Part III. (time permitting) Arrangements of Curves.
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- Of arrangements of lines or of curves:

(There's also a "dual multigraph" model, keeping track on how many intersections, with multiple edges/loops.)
- Of (equidimensional) subspace arrangements or algebraic varieties:
Vertices correspond to the irreducible components $C_{1}, \ldots, C_{s}$.
(Equidimensional means, they all have same dimension.) We put an edge between two distinct vertices, if and only if the corresponding components intersect in dimension one less.
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## FACT

For any simplicial complex $\Delta$, the dual graphs of $\Delta$ and of $V\left(I_{\Delta}\right)$ are the same.

$$
\text { This implies }\left\{\begin{array}{c}
\text { dual graphs of } \\
\text { simplicial complexes }
\end{array}\right\} \subset\left\{\begin{array}{c}
\text { dual graphs } \\
\text { of lines }
\end{array}\right\} .
$$

(Graphs like $\{12,13,15,23,24,34,45\}$ show the containment is strict.)
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## Part II. The Algebraic Machinery (sketch).

## Complete intersections

## Complete intersections

Linear algebra: every $k$-dimensional subspace $X$ of $\mathbb{P}^{n}$ can be described with exactly $n-k$ linear equations.

Linear algebra: every $k$-dimensional subspace $X$ of $\mathbb{P}^{n}$ can be described with exactly $n-k$ linear equations.

Non-Linear algebra: The best we can say about a variety $X \subset \mathbb{P}^{n}$, is that we need at least $n-k$ (polynomial) equations.

Linear algebra: every $k$-dimensional subspace $X$ of $\mathbb{P}^{n}$ can be described with exactly $n-k$ linear equations.

Non-Linear algebra: The best we can say about a variety $X \subset \mathbb{P}^{n}$, is that we need at least $n-k$ (polynomial) equations.

Linear algebra: every $k$-dimensional subspace $X$ of $\mathbb{P}^{n}$ can be described with exactly $n-k$ linear equations.

Non-Linear algebra: The best we can say about a variety $X \subset \mathbb{P}^{n}$, is that we need at least $n-k$ (polynomial) equations.

Complete intersections are the varieties for which " $=$ " holds.


The "twisted cubic" $\left(s^{3}, s^{2} t, s t^{2}, t^{3}\right)$ of $\mathbb{P}^{3}$ is not a complete intersection: one needs at least three (hyper)surfaces to cut it out.
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$$
H_{\mathfrak{m}}^{1}\left(S / I_{A}\right) \cong H_{\mathfrak{m}}^{1}\left(S / I_{B}\right)^{\vee}(2-r)
$$

(Somewhat similar to Alexander duality in topology, when the union of two spaces is a sphere.) These studies go under the name liaison theory.

- Note: liaison theory (and the isomorphism above!) works also under a weaker assumption than "complete intersection", called "Gorenstein".
- Among Stanley-Reisner varieties, this Gorenstein property has been nicely explained by Stanley: " $S / I_{\Delta}$ Gorenstein iff $\Delta$ is the join of a homology sphere with a simplex".
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## Recall: regularity of an ideal

Given a minimal graded free resolution
$\cdots \rightarrow F_{j} \rightarrow \cdots \rightarrow F_{0} \rightarrow I \rightarrow 0$, the Castelnuovo-Mumford
regularity of $I$ is the smallest $r$ such that for each $j$, all minimal generators of $F_{j}$ have degree $\leq r+j$.

Note for experts: There's another way to define regularity if you like local cohomology, namely

$$
\operatorname{reg}(S / I):=\max \left\{i+j: H_{\mathfrak{m}}^{i}(S / I)_{j} \neq 0\right\} \text { and } \operatorname{reg} I=\operatorname{reg} S / I+1
$$
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Example 2. Moment curves, i.e. curves of type $\left(t, t^{2}, \ldots, t^{d}\right)$, have regularity 2 .

Example 3. If a simplicial complex $\Delta$ is a triangulated ( $d-1$ )-sphere, $X=V\left(I_{\Delta}\right)$ is aG of regularity $d+1$.
Example 4. If $I_{X}=\left(g_{1}, \ldots, g_{s}\right)$ is a complete intersection, then $X$ is aG of regularity $\operatorname{reg} X=\operatorname{deg} g_{1}+\ldots+\operatorname{deg} g_{s}-s+1$.
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## Balinski, Klee (1975)

The dual graph of every $(d-1)$-dimensional triangulated homology sphere (or manifold) is $d$-regular and $d$-connected.
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## Corollary
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Example 1. Any smooth cubic surface of $\mathbb{P}^{3}$ has 27 lines on it (if generic, no 3 share a point). The 27 lines are the complete int. of the cubic with a union of 9 planes. So $a=3, b=9$; each line intersects exactly 10 of the others.
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