

## Basis

A basis for a vector space is a set of vectors satisfying any one of the following equivalent descriptions:

1. a maximal linearly independent set;
2. a minimal spanning set;
3. a set such that every vector can be represented in a unique way as a linear combination of elements of the basis.

Examples. The standard basis for $\mathbb{R}^{2}$ is the pair of vectors $(1,0)$ and $(0,1)$.
Another basis for $\mathbb{R}^{2}$ is the pair of vectors $(1,1)$ and $(1,-1)$.
The standard basis for the space $\mathcal{P}_{2}$ of polynomials of degree less than or equal to 2 is $1, x, x^{2}$.
Another basis for $\mathcal{P}_{2}$ is the set of so-called Legendre polynomials $1, x$, and $\frac{1}{2}\left(3 x^{2}-1\right)$.

The dimension of a vector space is the number of elements in a basis. All bases have the same number of elements.

## Example: bases

The set of all linear combinations of $\sin (x)$ and $\cos (x)$ is a two-dimensional vector space (a subspace of the vector space of differentiable functions). For the basis $\{\sin (x), \cos (x)\}$, what matrix represents the linear operator of differentiation?
Solution. Since the derivative of the first basis element equals the second, and the derivative of the second basis element equals the negative of the first, the matrix is $\left(\begin{array}{cc}0 & -1 \\ 1 & 0\end{array}\right)$.

Continuation. Euler's formula says $e^{i x}=\cos (x)+i \sin (x)$ (where $i$ is the complex number whose square is -1 ). What matrix represents the operator of differentiation with respect to the alternate basis $\left\{e^{i x}, e^{-i x}\right\}$ ? Answer: $\left(\begin{array}{cc}i & 0 \\ 0 & -i\end{array}\right)$.
A linear transformation is easiest to understand if a basis is used in which the representing matrix is diagonal.

