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Abstract. The purpose of this paper is to provide new estimates for certain multilevel algorithms. In particular, we are concerned with the simple additive multilevel algorithm given in [10] and the standard V-cycle algorithm with one smoothing step per grid. We shall prove that these algorithms have a uniform reduction per iteration independent of the mesh sizes and number of levels even on non-convex domains which do not provide full elliptic regularity. For example, the theory applies to the standard multigrid V-cycle on the L-shaped domain or a domain with a crack and yields a uniform convergence rate. We also prove uniform convergence rates for the multigrid V-cycle for problems with nonuniformly refined meshes. Finally, we give a new multigrid approach for problems on domains with curved boundaries and prove a uniform rate of convergence for the corresponding multigrid V-cycle algorithms.

1. INTRODUCTION.

In recent years, multigrid methods have been used extensively to efficiently solve the discrete equations which arise in the numerical approximation of partial differential equations (see the references in [11],[15],[18]). In conjunction, there has been intensive research into the theoretical understanding of the convergence properties of these methods (cf. [2],[3],[5],[6],[8–10],[15],[17],[18]). In this paper, we present a new general theory based on two assumptions which are different from those made in earlier works. By using the new theory, we are able to derive some surprising uniform convergence bounds for a number of problems. The earlier theories suggested that the rates of convergence for these applications deteriorated as the number of multigrid levels increased.

Previously, there were two general approaches for proving convergence of multigrid algorithms. The first was based on the so-called regularity and approximations assumption [6]. The verification of this hypothesis used both the approximation properties of the discrete method as well as the regularity properties of the approximated partial differential equation. The theory of [6],[13] only provides a uniform convergence rate for the V-cycle algorithm in the case of full elliptic regularity. It gives a deteriorating estimate, for example, in the case of an L-shaped domain or a domain with a crack boundary.

The second general approach is based solely on approximation and is given in [8],[10]. The “no regularity” theory gives rise to estimates which deteriorate at least linearly with the number of levels in the multigrid scheme.

In contrast, the theory developed in this paper uses two new assumptions. The first assumption replaces the regularity and approximation assumption by a much weaker inequality on the whole space (see (3.1)). As we will demonstrate, this inequality often can
be verified in applications where full elliptic regularity fails to hold. The second assumption is that the underlying discrete operator should be appropriately small when restricted to coarser grid spaces (see (3.5)). We provide a general theory which shows how the rate of convergence of multigrid algorithms can be bounded in terms of the constants appearing in these two new assumptions.

We will give three applications showing that the general theory can be used to prove stronger convergence estimates for V-cycle algorithms. The first applies the general theory to second order uniformly elliptic problems in $d$-dimensional Euclidean space. We will show that the V-cycle algorithm, with only one smoothing per grid per iteration, leads to a uniformly convergent algorithm independent of the number of levels. This is true on the L-shaped domain and domains with a crack boundary. In addition, these results are valid for both the additive (multilevel) and multiplicative (standard multigrid) form of the algorithm.

The second application involves an example with a general mesh refinement. The best earlier results known for this problem were given in [8] and [10] where it was shown that the convergence rate for the additive and multiplicative algorithms could deteriorate at worst at a rate of $1 - c/J^2$ and $1 - c/J$ respectively. Here $J$ is the number of levels and $c$ is a positive constant independent of the number of levels. Applying the general theory developed in this paper, we prove, for instance, that the convergence rate for the V-cycle for this example is bounded uniformly below one, independently of $J$.

The final example applies to domains with curved boundaries. We construct a simple set of nested multilevel spaces and show that our general theory may be used to prove uniform estimates for the additive multilevel schemes and that the V-cycle multigrid scheme (with one smoothing step per grid) has an associated contraction number bounded uniformly below one.

The outline of the remainder of the paper is as follows. Following [6], we provide a general framework for the development of multilevel algorithms in Section 2. Section 3 provides a general theory for the analysis of these algorithms based on the new assumptions mentioned above. Section 4 verifies the new assumptions in the case of the quasi-uniform finite element approximation. The theorems of Section 3 then give new convergence estimates for this application. The case of mesh refinement is considered in Section 5. Application of the new theory also leads to uniform convergence estimates. Finally, we consider a multigrid algorithm for domains with curved boundaries in Section 6. Again, uniform rates of convergence are proven.

2. General additive and multiplicative multigrid algorithms.

Following [6], we first give a general framework for the development of multigrid algorithms in this section. We next define the additive and multiplicative versions of the multigrid algorithms. The additive version provides a preconditioner for the resulting operator. The multiplicative algorithm also gives rise to a preconditioner which can be used in a simple linear iteration (the standard multigrid approach) or as a convergence accelerator in a conjugate gradient iteration. For convenience, the algorithms are presented in an abstract Hilbert space setting. The results most naturally apply to finite element multigrid algorithms but can also be applied to certain formulations of finite difference multigrid algorithms.
Let us assume that we are given a nested sequence of finite dimensional vector spaces

$$M_1 \subset M_2 \subset \ldots \subset M_J.$$  

Associated with this sequence, we assume that we are given additional subspaces, $\tilde{M}_i \subseteq M_i$ for $i = 2, 3, \ldots, J$. The multilevel algorithms will involve smoothing only on the subspaces $\{\tilde{M}_i\}$. In addition, let $A(\cdot, \cdot)$ and $(\cdot, \cdot)$ be symmetric positive definite bilinear forms on $M_J$. Let $\| \cdot \|$ denote the norm corresponding to $(\cdot, \cdot)$. We shall study multigrid algorithms for the solution of the problem: Given $f \in M_J$, find $v \in M_J$ satisfying

$$A(v, \phi) = (f, \phi) \quad \text{for all } \phi \in M_J. \quad (2.1)$$

The multigrid algorithms are described in terms of auxiliary operators. For $k = 1, \ldots, J$, define the operator $A_k : \tilde{M}_k \mapsto \tilde{M}_k$ by

$$A_k(w, \phi) = A(w, \phi) \quad \text{for all } \phi \in \tilde{M}_k. \quad (2.2)$$

The operator $A_k$ is clearly symmetric (in both the $A(\cdot, \cdot)$ and $(\cdot, \cdot)$ inner products) and positive definite. Also define the orthogonal projectors $P_k, Q_k : M_J \mapsto M_k$ by

$$A(P_k w, \phi) = A(w, \phi) \quad \text{for all } \phi \in \tilde{M}_k,$n

and

$$A(Q_k w, \phi) = A(w, \phi) \quad \text{for all } \phi \in \tilde{M}_k.$n

Replacing $M_k$ by $\tilde{M}_k$, the operators $\tilde{A}_k, \tilde{P}_k$, and $\tilde{Q}_k$ are defined analogously. It is easy to check the fundamental identity $Q_l A_k = A_l P_l$ whenever $l < k$. This and analogous identities involving $\tilde{M}_k$ will be used in various places throughout this paper.

Equation (2.1) can then be rewritten

$$A J u_J = f. \quad (2.3)$$

Both the additive and multiplicative (standard) versions of the multigrid algorithms can be thought of as defining an operator $B_J : M_J \mapsto M_J$ which approximately inverts $A_J$. The goal of the analysis is to provide estimates for either the spectrum of $B_J A_J$ or an appropriate norm of $I - B_J A_J$.

To introduce smoothing into the multigrid algorithms, we shall use “generic” smoothing operators $R_k : \tilde{M}_k \mapsto \tilde{M}_k$, for $k = 2, \ldots, J$. Examples of these operators are given in [5]. The properties which they satisfy will be discussed in the subsequent analysis. We set $R_1 = A_1^{-1}$, i.e., we solve on the coarsest space. The additive multigrid preconditioner is then defined by

$$B^a_J = \sum_{k=1}^J R_k Q_k. \quad (2.4)$$
To analyze the above preconditioner, we must provide estimates for the spectrum of the operator

$$B^A_j A_j = \sum_{k=1}^J T_k$$

where $T_k = R_k Q_k A_j = R_k A_k P_k$. Note that $T_1 = P_1$.

We shall always take $R_k$ to be symmetric with respect to the $(\cdot, \cdot)$ inner product when used in the additive algorithm. This implies that $R_k = R_k \hat{Q}_k$ and hence $T_k = R_k \hat{A}_k \hat{P}_k$. This also results in a symmetric operator $B^A_j$. In general, preconditioned iterative techniques for symmetric problems are much more effective when applied with symmetric preconditioners. The use of a nonsymmetric preconditioner is inappropriate in this case.

The standard multigrid algorithm is often defined as a process which produces a function $M_{g_k}(W_k, G_k)$. Here $k$ is the grid level and $W_k, G_k \in M_k$. The function $W_k$ can be thought of as a given approximation to the solution $\bar{U}_k$ of

$$A_k U_k = G_k.$$ 

The result of the multigrid process is to produce $M_{g_k}(W_k, G_k) \in M_k$, an improved approximation to the solution $U_k = A_k^{-1} G_k$. A standard presentation of this algorithm is given below.

**Algorithm 2.1.** For $k = 1$, define $M_{g_1}(W_1, G_1) = A_1^{-1} G_1$. For $k > 1$, $M_{g_k}(W_k, G_k)$ is defined in terms of $M_{g_{k-1}}(\cdot, \cdot)$ as follows:

1. Set

$$X_k = W_k + R^l_k (G_k - A_k W_k).$$

2. Set $Y_k = X_k + Q$ where

$$Q = M_{g_{k-1}}(0, Q_{k-1}(G_k - A_k X_k)).$$

3. Set $M_{g_k}(W_k, G_k) = Y_k + R_k (G_k - A_k Y_k)$.

The first and third steps above correspond to smoothing. The second step is a correction step. The operator $R^l_k$ is the $(\cdot, \cdot)$ adjoint of the operator $R_k$. Many generalizations of the above algorithm exist involving more smoothing and correction iterations [6],[9],[15],[18]. We only consider the above algorithm since the results of this paper are most interesting in this case. We note that the results immediately extend to more general algorithms (see the remark after the second theorem of Section 3) with more than one correction step (e.g., the W-cycle algorithm) as well as algorithms with more than one smoothing step per level.

The above algorithm results in a very simple error reduction process. For any $k$, let $U_k$ solve (2.6), $V_k = M_{g_k}(W_k, G_k)$, $\epsilon_k^0 = U_k - W_k$, and $\epsilon_k^1 = U_k - V_k$. Note that the error $\epsilon_k^1$ is the resulting error after one application of the multigrid process on the $k$'th subspace with an initial error $\epsilon_k^0$. We shall demonstrate that these errors are related by
a linear operator $F_k$, i.e. $e_k^1 = F_k e_k^0$. This is obviously true for $k = 1$ where $F_1 = 0$. Assume that $e_{k-1}^1 = F_{k-1} e_{k-1}^0$ holds for all $W_{k-1}, G_{k-1} \in M_{k-1}$. From (2.7) we have that $U_k - X_k = K_k^* e_k^0$ where $K_k^* = I - R_k A_k$. The function $Q$ produced in Step 2 approximates the function

$$
\hat{Q} = A_{k-1}^1 Q_{k-1} (G_k - A_k X_k) \\
= A_{k-1}^1 Q_{k-1} A_k (U_k - X_k) = P_{k-1} (U_k - X_k).
$$

By assumption,

$$
\hat{Q} - Q = F_{k-1} \hat{Q},
$$

or

$$
U_k - X_k - Q = U_k - X_k - (I - F_{k-1}) P_{k-1} (U_k - X_k).
$$

Thus

$$
U_k - Y_k = [(I - P_{k-1}) + F_{k-1} P_{k-1}] (U_k - X_k).
$$

Finally, $e_k^1 = K_k (U_k - Y_k)$ where $K_k = (I - R_k A_k)$. Hence

$$
e_k^1 = K_k [(I - P_{k-1}) + F_{k-1} P_{k-1}] K_k^* e_k^0.
$$

Thus, we see that the errors on the $k$'th level are related by the linear operator $F_k$ defined by the recurrence

$$
(2.9) \quad F_k = K_k [(I - P_{k-1}) + F_{k-1} P_{k-1}] K_k^*.
$$

The multigrid process is often applied repeatedly to develop an iterative method for solving problem (2.3). Given an initial approximation $U^0$, subsequent approximations are defined by

$$
(2.10) \quad U^{l+1} = M g_j (U^l, G), \quad \text{for } l = 1, \ldots.
$$

From the above discussion, the error $e^l = U - U^l$ is given by $e^l = (F_j)^l e^0$. Consequently, the multigrid iterative process corresponds to a linear iterative procedure. This can be written equivalently as

$$
(2.11) \quad U^{l+1} = U^l + B_j^m (G - A_j U^l)
$$

for the operator $B_j^m = (I - F_j) A_j^{-1}$. Alternatively, this operator $B_j^m$ can be directly defined by the following algorithm.

**Algorithm 2.2.** Define $B_1^m = A_1^{-1}$. For $k > 1$, $B_k^m g$ for $g \in M_k$ is defined as follows:

1. Set

$$
(2.12) \quad X = R_k^l (g).
$$

2. Set $Y = X + Q$ where $Q$ is given by

$$
(2.13) \quad Q = B_{k-1}^m Q_{k-1} (g - A_k X).
$$

3. Set $B_k^m g = Y + R_k (g - A_k Y)$. 
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It is straightforward to show that \( B^m_k \) satisfies (cf. [6])

\[
I - B^m_k A_k = K_k [(I - P_{k-1}) + (I - B_{k-1} A_{k-1}) P_{k-1}] K^*_k
\]

with \( B^m_k, B^m_{k-1} \) defined by Algorithm 2.2. This shows that \( F_k = I - B^m_k A_k \), for \( k = 1, \ldots, J \), i.e. the linear iteration (2.11) with \( B^m_j \) defined by Algorithm 2.2 is equivalent to the multigrid iteration (2.10). This is a important observation in that it allows the use of the multigrid process to define preconditioning operators \( B^m_j \). For example, the operator \( B^m_j \) can be used as a preconitioner with the conjugate gradient method to develop more effective iteration procedures in many applications. It also allows us to use the operator presentation of Algorithm 2.2 for the analysis of the multigrid iteration.

It was shown in [8] that the error reduction operator associated with Algorithm 2.2 (the standard multigrid algorithm) can be written

\[
(I - B^m_j A_j) = (I - T_j)(I - T_{j-1}) \cdots (I - T_2)(I - T_1) \\
(I - T^*_1)(I - T^*_2) \cdots (I - T^*_j-1)(I - T^*_j).
\]

(2.14)

This identity depends upon the assumption that the subspaces are imbedded and that one form is used to define the operators on all levels (see (2.2)).

Note that \( T^*_k \) is the adjoint of \( T_k \) with respect to the \( A(\cdot, \cdot) \) inner product. Comparing (2.5) and (2.14) clearly shows the relation between additive and multiplicative multilevel algorithms.

**Remark 2.1:** The multigrid algorithms are often defined in terms of inner products \( (\cdot, \cdot)_k \) which may vary as a function of \( k \). In this case, \( (\cdot, \cdot)_k \) replaces the \( (\cdot, \cdot) \) inner product in (2.1) and the operator \( Q_{k-1} \) is replaced by \( Q'_{k-1} : M_k \mapsto M_{k-1} \) defined by

\[
(Q'_{k-1} v, \psi)_{k-1} = (v, \psi)_k \quad \text{for all } \psi \in M_{k-1}.
\]

The reason for introducing (possibly discrete) inner products on each level is that it may appear that the projection \( Q_k \) requires the inversion of Gramm matrices. In fact, for appropriately defined smoothers [5], this inversion is avoided and \( Q_k \) never explicitly appears in the computational algorithm [8].

**3. A General Framework for the Analysis of Multigrid Algorithms**

We provide a general theory for multigrid algorithms in this section which is based on a number of abstract assumptions. Two of these assumptions are different from those used in earlier analyses of multigrid algorithms. In later sections, we will apply this theory to prove stronger results concerning the convergence rate of multigrid algorithms in certain applications.

We first describe the new assumptions. The first is much weaker than the full regularity and approximation assumption (cf. [6]). Let \( \lambda_k \) denote the largest eigenvalue of \( A_k \). The new assumption is that there exists a constant \( C_0 \geq 1 \) satisfying

\[
A(v, v) \leq C_0 \left[ A(P_1 v, v) + \sum_{k=2}^{J} \frac{\| \hat{A}_k \hat{P}_k v \|^2}{\lambda_k} \right] \quad \text{for all } v \in M_J.
\]

(3.1)
REMARK 3.1: The full regularity and approximation assumption is that there is a constant \( C_K \) not depending on \( k \) such that

\[
A((I - P_{k-1})u, u) \leq C_K \frac{\|A_k u\|^2}{\lambda_k} \quad \text{for all } u \in M_k.
\]

Let \( v \) be in \( M_J \). Taking \( u = P_k v \) in (3.2) and summing over \( k \) gives

\[
A(v, v) \leq A(P_1 v, v) + C_K \sum_{k=2}^{J} \frac{\|A_k P_k v\|^2}{\lambda_k} \quad \text{for all } v \in M_J.
\]

Thus, (3.2) implies (3.1) in the case when \( \hat{M}_k = M_k \). In general, the converse is not true.

The following lemma, which will be crucial in applying the general theory, illustrates that the above assumption is much weaker than the standard full regularity and approximation assumption.

**LEMMA 3.1.** Assume that (3.1) holds for \( A \) and let \( \mathcal{A} \) be an equivalent quadratic form on \( M_J \). By this we mean that there are positive constants \( c_0 \) and \( c_1 \) (not depending on \( J \)) satisfying

\[
c_0 A(v, v) \leq \mathcal{A}(v, v) \leq c_1 A(v, v) \quad \text{for all } v \in M_J.
\]

Let \( \hat{A}_k, \mathcal{P}_k, \hat{\mathcal{P}}_k \) and \( \Lambda_k \) be the quantities defined with respect to \( A \) corresponding to \( \hat{A}_k, P_k, \hat{\mathcal{P}}_k \), and \( \lambda_k \). Assume that (3.1) holds. Then

\[
\mathcal{A}(v, v) \leq C_0 c_1/c_0 \left[ \mathcal{A}(P_1 v, v) + \sum_{k=2}^{J} \frac{\|\hat{A}_k \hat{\mathcal{P}}_k v\|^2}{\Lambda_k} \right] \quad \text{for all } v \in M_J.
\]

**PROOF:** Let \( v \) be in \( M_J \). We note that (3.1) can be rewritten

\[
A(v, v) \leq C_0 \left[ (A_1^{-1} Q_1 A_J v, A_J v) + \sum_{k=2}^{J} \frac{\|\hat{Q}_k A_J v\|^2}{\lambda_k} \right].
\]

Setting \( w = A_J v \) gives the equivalent inequality

\[
(A_J^{-1} w, w) \leq C_0 \left[ (A_1^{-1} Q_1 w, w) + \sum_{k=2}^{J} \frac{\|\hat{Q}_k w\|^2}{\lambda_k} \right].
\]

It then follows from (3.3) that

\[
c_0 (A_J^{-1} w, w) \leq C_0 c_1 [(A_1^{-1} Q_1 w, w) + \sum_{k=2}^{J} \frac{\|\hat{Q}_k w\|^2}{\Lambda_k}] \quad \text{for all } w \in M_J.
\]
This is just a restatement of (3.4) and hence the proof is complete.

**Remark 3.2:** We allow for the constant $C_0$ appearing in (3.1) to depend on $J$. The results of the general theorems will always depend in a simple way on this constant. We will provide applications where (3.1) can be proved with $C_0$ independent of $J$ even though it is known that, for these applications, the corresponding $C_K$ in (3.2) must tend to infinity. It is also shown in [10] that (3.1) holds with $C_0 = CJ$ for many applications.

For $k = 2, \ldots, J$, set $\tilde{T}_k = \lambda_k^{-1} \tilde{A}_k \tilde{P}_k$ and $\tilde{T}_1 = P_1$. The second assumption is that the operator $\tilde{T}_k$ is "small" when applied to functions in $M_l$ with $l \leq k$. More precisely, we assume that there is a positive number $\epsilon < 1$ and a positive constant $\tilde{C}$ satisfying

$$A(\tilde{T}_k w, w) \leq (\tilde{C} \epsilon^{k-l})^2 A(w, w) \quad \text{for all } w \in M_l.$$  

Additional assumptions required for the theory are standard and will be stated when needed. However, we note that (3.1) can be rewritten

$$A(v, v) \leq C_0 \sum_{k=1}^{J} A(\tilde{T}_k v, v) \quad \text{for all } v \in M_J.$$  

The first theorem of this section provides an estimate for the condition number associated with the additive multilevel method. For this result, we use the following hypothesis on the smoothing operator: For $k = 2, \ldots, J$, we assume that $R_k$ is a symmetric operator with respect to $(\cdot, \cdot)$ and satisfies

$$C_1 \frac{\|w\|^2}{\lambda_k} \leq (R_k w, w) \leq C_2 \frac{\|w\|^2}{\lambda_k} \quad \text{for all } w \in \tilde{M}_k.$$  

Without loss of generality, we assume that $C_1 \leq 1 \leq C_2$. Note that for $k > 1$,

$$A(\tilde{T}_k v, v) = \frac{\|\tilde{A}_k \tilde{P}_k v\|^2}{\lambda_k}$$  

and hence (3.7) implies

$$C_1 A(\tilde{T}_k v, v) \leq A(T_k v, v) \leq C_2 A(\tilde{T}_k v, v) \quad \text{for all } v \in M_J.$$  

**Theorem 3.1.** Assume that $R_k$ satisfies (3.7) and that (3.1) and (3.5) hold. Then the condition number $K(B^a_J A_J)$ satisfies

$$K(B^a_J A_J) \leq \left( \frac{C_2 \tilde{C}}{C_1 (1 - \epsilon)} \right)^2 C_0.$$  

**Proof:** It suffices to estimate the constants $c_1$ and $c_2$ satisfying the inequalities

$$c_1 A(\psi, \psi) \leq A(B^a_J A_J \psi, \psi) \leq c_2 A(\psi, \psi) \quad \text{for all } \psi \in M_J.$$  
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Combining (3.6) and (3.8) gives

\[ A(\psi, \psi) \leq \frac{C_0}{C_1} \sum_{k=1}^{J} A(T_k \psi, \psi) \]

\[ = \frac{C_0}{C_1} \sum_{k=1}^{J} A(R_k Q_k A J \psi, \psi) = \frac{C_0}{C_1} A(B_j^a A J \psi, \psi). \]

For the upper inequality, by (3.8),

\[ A(B_j^a A J \psi, \psi) = \sum_{k=1}^{J} A(T_k \psi, \psi) \]

\[ \leq C_2 \sum_{k=1}^{J} A(\tilde{T}_k \psi, \psi) = C_2 \sum_{k=1}^{J} \sum_{l=1}^{k} A(\tilde{T}_k \psi, (P_l - P_{l-1}) \psi), \]

with \( P_0 = 0 \). Applying the Schwarz inequality with respect to \( A(\tilde{T}_k \cdot, \cdot) \) and (3.5) gives that

\[ A(B_j^a A J \psi, \psi) \leq C_2 \tilde{C} \sum_{k=1}^{J} \sum_{l=1}^{k} \epsilon^{k-l} A(\tilde{T}_k \psi, \psi)^{1/2} A((P_l - P_{l-1}) \psi, \psi)^{1/2}. \]  

Let \( \epsilon = 1 + \epsilon + \epsilon^2 + \ldots = (1 - \epsilon)^{-1} \). Then for \( \{\alpha_k\}, \{\beta_k\} \) arbitrary real vectors, the following inequality is elementary:

\[ \sum_{k=1}^{J} \sum_{l=1}^{k} \epsilon^{k-l} \alpha_k \beta_l \leq \frac{\eta}{\epsilon} \sum_{k=1}^{J} \sum_{l=1}^{k} \epsilon^{k-l} \alpha_k^2 + \frac{\epsilon}{4\eta} \sum_{k=1}^{J} \sum_{l=1}^{k} \epsilon^{k-l} \beta_l^2 \]

\[ \leq \eta \sum_{k=1}^{J} \alpha_k^2 + \frac{\epsilon^2}{4\eta} \sum_{k=1}^{J} \beta_k^2, \]

for \( \eta > 0 \). Combining (3.10), (3.11), (3.8) and (2.5) gives

\[ A(B_j^a A J \psi, \psi) \leq C_2 \tilde{C} \eta \sum_{k=1}^{J} A(\tilde{T}_k \psi, \psi) + \frac{C_2 \tilde{C} \epsilon^2}{4\eta} A(\psi, \psi) \]

\[ \leq \frac{C_2 \tilde{C} \eta}{C_1} \sum_{k=1}^{J} A(T_k \psi, \psi) + \frac{C_2 \tilde{C} \epsilon^2}{4\eta} A(\psi, \psi) \]

\[ = \frac{C_2 \tilde{C} \eta}{C_1} A(B_j^a A J \psi, \psi) + \frac{C_2 \tilde{C} \epsilon^2}{4\eta} A(\psi, \psi). \]

Taking \( \eta = C_1/(2C_2 \tilde{C}) \) shows that (3.9) holds with \( c_2 = C_2^2 \tilde{C}^2/(C_1(1-\epsilon)^2) \). This completes the proof of the theorem.

The following corollary is an obvious consequence of the theorem. It shows that we may reduce the analysis of the additive algorithm to that for any equivalent quadratic form.
Corollary 3.1. Assume that \( R_k \) satisfies (3.7) and that (3.1) and (3.5) hold. Let \( A \) be an equivalent quadratic form on \( M_J \) (satisfying (3.3)) and \( B^0_j \) be the additive preconditioner corresponding to \( A \), i.e.,

\[
B^0_j = A^{-1}_1 Q_1 + \sum_{k=2}^{J} R_k Q_k
\]

Then the condition number \( K(B^0_j A_j) \) is bounded independently of \( J \).

Remark 3.3: The upper inequality of (3.7) does not hold for many smoothing operators but it does hold for the additive point smoother (cf. [10], inequality (4.3)). The additive point smoother is defined on spaces \( \tilde{M}_k \) (of dimension \( \tilde{N}_k \)) with a nodal finite element basis \( \{ \phi_k \} \) by

\[
R_k v = \sum_{i=1}^{\tilde{N}_k} A(\phi_k^i, \phi_k^i)^{-1}(v, \phi_k^i) \phi_k^i.
\]

Note that the upper inequality in (3.7) fails to hold with general \( R_k \) if \( R_k \) is too much like \( A_k^{-1} \). In fact, the largest eigenvalue of \( B^0_j \) is \( J \) when \( R_k = A_k^{-1} \), for \( k = 1, \ldots, J \). This shows that the convergence of the additive multilevel algorithm may deteriorate if the smoothers do not behave like point methods. For example, the upper inequality in (3.7) fails to hold for line relaxation schemes. In contrast, the analysis for the multiplicative version (standard multigrid) will not require the upper inequality of (3.7) and no convergence deterioration can be seen in the resulting algorithms.

We next provide an analysis of the multiplicative form of the multigrid algorithm (Algorithm 2.1). For the multigrid algorithms, we shall also allow the use of non-symmetric smoothers. In this case, the lower inequality of (3.7) is replaced by the following conditions on the smoother.

C.1) There is a constant \( C_R \geq 1 \) which does not depend on \( k \) such that the smoothing procedure satisfies

\[
\frac{\|u\|^2}{\lambda_k} \leq C_R(\tilde{R}_k u, u) \quad \text{for all } u \in \tilde{M}_k.
\]

Here \( \tilde{R}_k = (I - K_k^* K_k) A_k^{-1} \) (recalling that \( K_k = I - R_k A_k \)). Note that (3.13) holds with \( C_R = 1 \) for \( k = 1 \) since \( \tilde{R}_1 = A_1^{-1} \). In addition, smoothers in multigrid algorithms must be properly scaled as stated in the following condition.

C.2) There is a constant \( \theta < 2 \) not depending on \( k \) such that

\[
A(T_k v, T_k v) \leq \theta A(T_k v, v) \quad \text{for all } v \in M_k.
\]

Finally, \( \tilde{M}_k \) should be an invariant subspace under \( R_k^t \). Explicitly, we require that

C.3) \( R_k = R_k \tilde{Q}_k \).

The above conditions are shown to hold in [5] for the smoothing operators corresponding to many variations (including line and point based schemes) of Jacobi and Gauss-Seidel
iterative procedures. It is easy to see that the lower inequality of (3.7) implies (3.13) (with a slightly different constant) in the case of symmetric \( R_k \). In addition, (C.3) is automatically satisfied for symmetric smoothers since, by definition, the range of \( R_k \) is contained in \( \hat{M}_k \).

The following theorem provides the general convergence result for the multigrid algorithm.

**Theorem 3.2.** Let \( R_k \) satisfy (C.1)–(C.3) and assume that (3.1) and (3.5) hold. Then

\[
0 \leq A((I - B_J^m A_J)v, v) \leq (1 - 1/C_M)A(v, v)
\]

for all \( v \in M_J \), holds for

\[
C_M = 2C_0 \left( C_R + \frac{\tilde{C}^2 \epsilon^2 \theta}{(1 - \epsilon)^2 (2 - \theta)} \right).
\]

**Proof:** Set \( E_0 = I \) and for \( k = 1, \ldots, J \), define

\[
E_k = (I - T_k)(I - T_{k-1}) \cdots (I - T_1).
\]

Note that by (2.14),

\[
A((I - B_J^m A_J)v, v) = A(E_J^* v, E_J^* v)
\]

and the lower inequality of (3.15) follows. The proof of the upper inequality requires bounding the norm of \( E_J^* \) or, equivalently, the norm of its adjoint \( E_J \).

We first derive some identities involving the above operators. Clearly, for \( k = 1, \ldots, J \),

\[
E_{k-1} - E_k = T_k E_{k-1}
\]

from which it follows that

\[
I - E_k = \sum_{m=1}^{k} T_m E_{m-1}.
\]

It is obvious from (3.17) that

\[
A(E_{k-1} v, E_{k-1} v) - A(E_k v, E_k v) = A((2I - T_k)E_{k-1} v, T_k E_{k-1} v).
\]

Let \( \tilde{T}_k = \tilde{R}_k A_k P_k = (I - K_k^* K_k) P_k \). Clearly,

\[
A(\tilde{T}_k E_{k-1} v, E_{k-1} v) = A((2I - T_k)E_{k-1} v, T_k E_{k-1} v).
\]

Summing (3.19) gives that

\[
A(v, v) - A(E_J v, E_J v) = \sum_{k=1}^{J} A(\tilde{T}_k E_{k-1} v, E_{k-1} v).
\]
Note that the upper inequality of (3.15) immediately follows if we prove that
\begin{equation}
A(v, v) \leq C_M \left[ A(v, v) - A(E_j v, E_j v) \right].
\end{equation}
Thus, the proof reduces to showing that \( A(v, v) \) can be bounded by \( C_M \) times the sum on the right hand side of (3.21).

By (3.6),
\begin{equation}
A(v, v) \leq C_0 \sum_{k=1}^{J} A(\hat{T}_k v, v) \leq 2C_0 \left( \sum_{k=1}^{J} A(\hat{T}_k E_{k-1} v, E_{k-1} v) + \sum_{k=2}^{J} A(\hat{T}_k (I - E_{k-1}) v, (I - E_{k-1}) v) \right).
\end{equation}

For \( k = 2, \ldots, J \), (C.1) implies
\[ A(\hat{T}_k E_{k-1} v, E_{k-1} v) = \frac{\| \hat{A}_k \hat{P}_k E_{k-1} v \|^2}{\lambda_k} \leq C_R (\hat{R}_k \hat{A}_k \hat{P}_k E_{k-1} v, \hat{A}_k \hat{P}_k E_{k-1} v). \]

By (C.3), the image of \( \hat{R}_k \) is in \( \hat{M}_k \) and \( \hat{R}_k \hat{Q}_k = \hat{R}_k \). Consequently,
\[ (\hat{R}_k \hat{A}_k \hat{P}_k E_{k-1} v, \hat{A}_k \hat{P}_k E_{k-1} v) = A(\hat{T}_k E_{k-1} v, E_{k-1} v). \]

Moreover, since \( \hat{T}_1 = \tilde{T}_1 \),
\begin{equation}
\sum_{k=1}^{J} A(\hat{T}_k E_{k-1} v, E_{k-1} v) \leq C_R \sum_{k=1}^{J} A(\hat{T}_k E_{k-1} v, E_{k-1} v).
\end{equation}

For the second sum on the right hand side of (3.23), we use (3.18) and (3.5) to get
\[ \sum_{k=2}^{J} A(\hat{T}_k (v - E_{k-1} v), (v - E_{k-1} v)) = \sum_{k=2}^{J} \sum_{l=1}^{k-1} \sum_{m=1}^{k-1} A(\hat{T}_k T_l E_{l-1} v, T_m E_{m-1} v) \]
\[ \leq \tilde{C}^2 \sum_{k=2}^{J} \sum_{l=1}^{k-1} \sum_{m=1}^{k-1} e^{2k-l-m} A(T_l E_{l-1} v, T_l E_{l-1} v)^{1/2} A(T_m E_{m-1} v, T_m E_{m-1} v)^{1/2} \]
\[ \leq \tilde{C}^2 \sum_{k=2}^{J} \sum_{l=1}^{k-1} \sum_{m=1}^{k-1} e^{2k-l-m} \left[ A(T_l E_{l-1} v, T_l E_{l-1} v) + A(T_m E_{m-1} v, T_m E_{m-1} v) \right]. \]

It suffices to bound either of the two terms on the right hand side above. By (C.2),
\[ \sum_{k=2}^{J} \sum_{l=1}^{k-1} \sum_{m=1}^{k-1} e^{2k-l-m} A(T_l E_{l-1} v, T_l E_{l-1} v) \leq \theta e \mathcal{E} \sum_{k=2}^{J} \sum_{l=1}^{k-1} e^{k-l} A(T_l E_{l-1} v, E_{l-1} v) \]
\[ = \theta e \mathcal{E} \sum_{l=1}^{J-1} \sum_{k=l+1}^{J} e^{k-l} A(T_l E_{l-1} v, E_{l-1} v) \]
\[ \leq \theta e^2 \mathcal{E}^2 \sum_{l=1}^{J-1} A(T_l E_{l-1} v, E_{l-1} v). \]
Using (C.2) and (3.20) gives that

$$A(T_lE_{l-1}v, E_{l-1}v) \leq (2 - \theta)^{-1} A(T_lE_{l-1}v, E_{l-1}v).$$

Thus,

$$(3.25) \quad \sum_{k=2}^{J} A(\tilde{T}_k(v - E_{k-1}v), (v - E_{k-1}v)) \leq \frac{\tilde{C}^2\epsilon^2}{(1 - e)^2} \frac{\theta}{2 - \theta} \sum_{k=1}^{J-1} A(\tilde{T}_kE_{k-1}v, E_{k-1}v).$$

Combining (3.23), (3.24), and (3.25) shows that (3.22) holds with $C_M$ given by (3.16). This completes the proof of the theorem.

**Remark 3.4:** The above theorem holds for many generalizations of the multigrid algorithm given in Algorithm 2.1. For example, it holds for W-cycle and other algorithms which use more than one iteration for the coarse grid correction (Step 2). The proof follows from an argument given in Section 2 of [8]. The result also holds for algorithms which use more smoothings per grid level as long as one alternates between $R_k$ and $R_k'$ (see, [5],[9]). The modification to the proof is minor and illustrated in the proof of Theorem 4.3 of [5]. Finally, an analogous contraction result holds for non-symmetric cycling algorithms where smoothing is only done either before or after the correction step, i.e., Step 1 or Step 3 is skipped.

4. THE QUASI-UNIFORM FINITE ELEMENT APPROXIMATION.

In this section, we verify the hypotheses for the general multigrid theory in the case of a model second order elliptic problem. We first describe the model problem and its finite element approximation. In particular, a nested sequence of quasi-uniform approximation spaces are defined in a standard fashion. Next, some notation concerning Sobolev spaces and the corresponding norms is provided. Finally, the conditions (3.1) and (3.5) are shown to hold with constants that are independent of the mesh parameters. Application of the general theory of the previous section then implies that the multilevel algorithms converge with rates that are independent of the number of levels even in many examples which do not satisfy full elliptic regularity.

Let $\Omega$ be a bounded domain in $\mathbb{R}^d$ with polygonal boundary $\partial\Omega$. We will include the case when $\Omega \subset \mathbb{R}^2$ is a domain with a crack. We consider the Dirichlet problem

$$
\begin{align*}
Lu &= f & \text{in } \Omega, \\
u &= 0 & \text{on } \partial\Omega,
\end{align*}
$$

where

$$Lv = - \sum_{i,j=1}^{d} \frac{\partial}{\partial x_i} \left( a_{ij} \frac{\partial v}{\partial x_j} \right) + av.$$

We shall place some very weak assumptions on the coefficients above. We assume that $a_{ij}$ is in $W_p^\gamma(\Omega)$ for some $\gamma \in (0, 1/2)$ and $p > d/\gamma$. Here $W_p^\gamma(\Omega)$ is the Sobolev space of order $\gamma$ defined in terms of the norm $L^p(\Omega)$ (cf. [14]). Note that functions $a_{ij}$ which are
piecewise smooth with respect to fixed subregions (with Lipschitz continuous boundaries) are in such spaces. The reason for this assumption will be apparent in the proof of Lemma 4.2. In the case of the additive multilevel algorithm, this assumption can be replaced by the assumption that the functions \( a_{ij} \) are in \( L^\infty(\Omega) \). We further assume that the matrix \( \{a_{ij}(x)\} \) is uniformly positive definite almost everywhere. In addition, we assume, for simplicity, that \( a(x) \in L^\infty(\Omega) \) is non-negative.

**Remark 4.1:** We impose Dirichlet boundary conditions in the above problem for simplicity. The techniques provided in this section can also be applied to problems with mixed boundary conditions. An example of such an application is given at the end of this section.

The form \( A(\cdot, \cdot) \) is defined for this example by the generalized Dirichlet form corresponding to (4.1), i.e.,

\[
A(v, w) = \sum_{i, j=1}^{d} \int_{\Omega} a_{ij} \frac{\partial v}{\partial x_i} \frac{\partial w}{\partial x_j} \, dx + \int_{\Omega} a v w \, dx,
\]

This is defined for all \( v \) and \( w \) in the Sobolev space \( H^1(\Omega) \) (the space of distributions with square-integrable first derivatives).

Note that by the assumptions on the coefficients in (4.1), the quadratic form \( A(\cdot, \cdot) \) is uniformly equivalent to the form corresponding to the constant coefficient operator \(-\Delta\). Thus, for the purpose of proving (3.1), it suffices to consider the case of the Laplacian. We will assume that there is an \( \alpha \) in \((0, 1]\) such that solutions \( u \) of (4.1) with \( L = -\Delta \) satisfy the following regularity estimate:

\[
\|u\|_{1+\alpha} \leq C \|f\|_{-1+\alpha}.
\]

Here \( \|\cdot\|_{-1+\alpha} \) is the is the interpolated norm between \( L^2(\Omega) \) and \( H^{-1}(\Omega) \) (the dual of \( H^1_0(\Omega) \)). Thus, we assume that the domain results in some elliptic regularity for smooth coefficient problems (but not necessarily full elliptic regularity). This assumption is weak since (4.3) may not hold for any \( \alpha > 0 \) for equations with bad coefficients.

We shall consider the case of quasi-uniform finite element approximation of the solution of (4.1). To define the approximation spaces, we will first define the underlying mesh partitioning. We assume that a unit size coarse finite element partitioning of the original domain \( \Omega \) is given \( (\tilde{\Omega} = \bigcup \tau^I_1) \). For example, we take this partitioning in terms of triangles in the case of two spatial dimensions. For examples of such constructions see [12].

Associated with the mesh partitioning, we are given a rule for refinement. For example, in two dimensions, a triangle can be refined into four by connecting the midpoints of the edges.

The mesh triangulations can now be defined by mathematical induction. The coarse triangulation defined above provides the first grid \( \{\tau^I_1\} \). Given that a grid \( \{\tau^m_{k-1}\} \) has been defined, the grid \( \{\tau^m_k\} \) is defined by refining \( \{\tau^m_{k-1}\} \) using the refinement rule. We assume that the mesh size of the \( k \)th triangulation is on the order of \( \delta^k \) for fixed \( \delta < 1 \).

The finite element space \( M_k \) is defined to be a space of piecewise polynomial functions with respect to the mesh \( \{\tau^I_k\} \) which are continuous on \( \Omega \) and vanish on \( \partial \Omega \) (cf. [1],[12]).
Note that a nodal finite element basis is not required for the application of this section. In the present example, $\tilde{M}_k = M_k$, i.e. we smooth on all functions of $M_k$. The simplest two dimensional case is when $M_k$ consists of functions which are piecewise linear with respect to the triangulation and the refinements are defined by breaking triangles into four by connecting the midpoints of the edges.

We next define the Galerkin approximation to the solution of (4.1). Multiplying (4.1) by a smooth function $\phi$ which vanishes on $\partial \Omega$ and integrating by parts gives that $u$ satisfies

$$A(u, \phi) = (f, \phi).$$

Here $(\cdot, \cdot)$ denotes the $L^2(\Omega)$ inner product. The Galerkin approximation to $u$ is the unique function $u_J \in M_J$ satisfying

(4.4) \hspace{1cm} A(u_J, \psi) = (f, \psi) \quad \text{for all } \psi \in M_J.

We shall analyze the multilevel iterative methods of Section 2 for solving (4.4).

To verify the hypotheses of Section 3, we require some notation for norms in Sobolev spaces. Let $s$ be a non-negative real number and $\|\cdot\|_{s, \hat{\Omega}}$ denote the Sobolev norm of order $s$ on a domain $\hat{\Omega}$ (cf. [14],[16]). The $\hat{\Omega}$ will be left out of this notation when $\hat{\Omega} = \Omega$ and the $s$ will be left out in the case of $L^2(\hat{\Omega})$ ($s = 0$).

REMARK 4.2: The above assumptions on the mesh sizes imply that $\lambda_k$ (where $A_k$ is defined by (2.2)) is on the order of $\delta^{-2k}$.

REMARK 4.3: For this application, it was shown in [10] that (3.1) holds with $C_0 = C_J$. The next lemma improves this bound and shows that (3.1) holds with $C_0 = C$ (independent of $J$).

LEMA 4.1. Assume that (4.3) holds for $L = -\Delta$ and some $\alpha \in (0,1]$. Then, for general $L$, there exists a positive constant $C_0$ not depending on the number of mesh levels $J$ such that (3.1) holds.

PROOF: Here and in the remainder of this paper, we shall use $c$ with or without subscript to denote a generic positive constant. Such constants will always be independent the number of levels in the multilevel algorithm.

As already observed, by Lemma 3.1, it suffices to prove (3.1) with $L = -\Delta$. Clearly, for $w \in M_J$,

$$A(w, w) = A(w, Q_J w) + \sum_{k=2}^{J} (A_k P_k w, (Q_k - Q_{k-1}) w) \leq \left( A(P_J w, w) + \sum_{k=2}^{J} \frac{\|A_k P_k w\|^2}{\lambda_k} \right)^{1/2} \left( A(Q_J w, Q_J w) + \sum_{k=2}^{J} \lambda_k \|(Q_k - Q_{k-1}) w\|^2 \right)^{1/2}.$$
Consequently, it suffices to show that

\begin{equation}
A(Q_1 w, Q_1 w) + \sum_{k=2}^{J} \lambda_k \| (Q_k - Q_{k-1}) w \|^2 \leq cA(w, w).
\end{equation}

The following approximation and boundedness properties for the operators \{Q_k\} are well known: For \( v \in H_0^1(\Omega) \),

\begin{equation}
\| (Q_k - Q_{k-1}) v \|^2 \leq c \lambda_k^{-1} A(v, v) \quad \text{for } k = 2, \ldots, J
\end{equation}

\begin{equation*}
A(Q_k v, Q_k v) \leq cA(v, v) \quad \text{for } k = 1, \ldots, J.
\end{equation*}

In addition, it is well known that (4.3) and the approximation properties of the finite element spaces imply that

\begin{equation}
\| (I - P_{k-1}) v \|_{1-\alpha} \leq c \lambda_k^{-\alpha} A((I - P_{k-1}) v, v).
\end{equation}

Here we have used the fact that \( \lambda_k \leq c h_k^{-2} \) for this application. From (4.6), it suffices to bound the terms appearing in the sum on the left hand side of (4.5). Let \( \beta \) satisfy \( 0 < \beta < \alpha \). Then

\begin{equation}
\sum_{k=2}^{J} \lambda_k \| (Q_k - Q_{k-1}) w \|^2 = \sum_{k=2}^{J} \lambda_k \left( \sum_{l=k}^{J} \| (Q_k - Q_{k-1})(P_l - P_{l-1}) w \|^2 \right)
\end{equation}

\begin{equation*}
\leq \sum_{k=2}^{J} \lambda_k \left( \sum_{l=k}^{J} \lambda_l^{-\beta} \right) \left( \sum_{l=k}^{J} \lambda_l^{-\beta} \| (Q_k - Q_{k-1})(P_l - P_{l-1}) w \|^2 \right).
\end{equation*}

By Remark 4.2, the first sum over \( l \) above is bounded by \( c \lambda_k^{-\beta} \). Thus, the boundedness of \( Q_k \) on \( L^2(\Omega) \), the first inequality of (4.6), and interpolation gives

\begin{equation}
\sum_{k=2}^{J} \lambda_k \| (Q_k - Q_{k-1}) w \|^2 \leq c \sum_{k=2}^{J} \lambda_k^{\alpha-\beta} \sum_{l=k}^{J} \lambda_l^{-\beta} \| (P_l - P_{l-1}) w \|_{1-\alpha}^2.
\end{equation}

Applying (4.7) and changing the order of summation gives

\begin{equation}
\sum_{k=2}^{J} \lambda_k \| (Q_k - Q_{k-1}) w \|^2 \leq c \sum_{k=2}^{J} \lambda_k^{\alpha-\beta} \sum_{l=k}^{J} \lambda_l^{-\alpha} A((P_l - P_{l-1}) w, w)
\end{equation}

\begin{equation*}
= c \sum_{l=2}^{J} \lambda_l^{-\alpha} A((P_l - P_{l-1}) w, w) \sum_{k=2}^{J} \lambda_k^{\alpha-\beta}.
\end{equation*}

Since \( \alpha > \beta \), Remark 4.2 implies that the sum over \( k \) above is bounded by a constant times \( \lambda_l^{\alpha-\beta} \). Thus

\begin{equation}
\sum_{k=2}^{J} \lambda_k \| (Q_k - Q_{k-1}) w \|^2 \leq c \sum_{l=2}^{J} A((P_l - P_{l-1}) w, w) \leq cA(w, w).
\end{equation}
This completes the proof of the lemma.

Remark 4.4: We note that replacing \((Q_k - Q_{k-1})\) by \((I - Q_{k-1})\) in (4.8) and following the proof of the lemma gives that

\[
\sum_{k=2}^{J} \lambda_k \| (I - Q_{k-1}) w \|^2 \leq cA(w, w).
\]

This inequality will be used in Section 5.

The next lemma provides a proof of (3.5) for the application described above.

Lemma 4.2. Let \(l\) be less than or equal to \(k\). Then, there is a constant \(\tilde{C}\) not depending on the mesh parameters satisfying

\[
A(\tilde{T}_j v, v) \leq \tilde{C}(h_k/h_l)^{2\gamma} A(v, v) \quad \text{for all } v \in M_l.
\]

Proof: The proof of Lemma 4.2 is based on the following lemma. Its proof uses the assumption that the high order coefficients \(\{a_{ij}\}\) are in \(W^\gamma_2(\Omega)\) and will follow the proof of Lemma 4.2.

Lemma 4.3. There exists a constant \(c\) such that for all \(\eta > 0\), \(\phi \in H^1(\Omega)\) and \(\psi \in H^{1+\gamma}(\Omega), \)

\[
|A(\phi, \psi)| \leq c(\eta^{-1} \| \phi \|^2 + \eta^{\gamma/(1-\gamma)} \| \psi \|^2)^{1/2} \| \psi \|_{1+\gamma}.
\]

Assuming Lemma 4.3, we now complete the proof of Lemma 4.2. Let \(w \in M_l\). We clearly have that for \(k > 2\),

\[
A(\tilde{T}_k w, w) = \frac{\| A_k w \|^2}{\lambda_k} = \lambda_k^{-1} \left( \sup_{\phi \in M_k} \frac{A(w, \phi)}{\| \phi \|} \right)^2.
\]

By Lemma 4.3,

\[
|A(w, \phi)| \leq c(\eta^{-1} \| \phi \|^2 + \eta^{\gamma/(1-\gamma)} \| \psi \|^2)^{1/2} \| \psi \|_{1+\gamma}
\]

\[
\leq c(\eta^{-1} + \eta^{\gamma/(1-\gamma)} h_k^{-2})^{1/2} \| \phi \| \| w \|_{1+\gamma}.
\]

Taking \(\eta = h_k^{2(1-\gamma)}\) and using the inverse property (see the Appendix of [9] for a proof)

\[
\| w \|_{1+\gamma} \leq ch_l^{-\gamma} \| w \|_1,
\]

gives

\[
|A(w, \phi)| \leq c h_k^{-1+\gamma} h_l^{-\gamma} \| w \|_1 \| \phi \|.
\]

Inequality (4.9) follows combining (4.11), (4.12) and the fact that \(\lambda_k \geq c h_k^{-2}\). This completes the proof of the Lemma 4.2.
Proof of Lemma 4.3: This lemma was essentially given in [4] and we will follow its proof. However, the version stated here gives a somewhat more explicit form of the bounds and requires less regularity on the coefficients than that of Lemma 4.1 of [4].

Let \( \phi \) be in \( H^1(\Omega) \) and \( \psi \) be in \( H^{1+\gamma}(\Omega) \). There is no problem bounding the lowest order term of (4.2). We need only consider the derivative terms in (4.2). Let \( E \) denote the extension operator given by Theorem 1.4.3.1 of [14]. For a function \( v \) defined on \( \Omega \), let \( \tilde{v} \) denote the extension of \( v \) by zero to \( \mathbb{R}^d \). Since \( \gamma < 1/2 \), Corollary 1.4.4.5 of [14] gives that the norm \( \|\tilde{v}\|_{W^p_2(\mathbb{R}^d)} \) is equivalent to the norm \( \|v\|_\gamma \) for all \( v \in H^\gamma(\Omega) \). Thus,

\[
\int_\Omega a_{ij} \frac{\partial \phi}{\partial x_i} \frac{\partial \psi}{\partial x_j} \, dx = (\mathcal{F}(\frac{\partial (E\phi)}{\partial x_i}), \mathcal{F}(a_{ij} \frac{\partial \psi}{\partial x_j}))
\]

where \( \mathcal{F} \) denotes the Fourier transform. By the Schwarz inequality

\[
\int_\Omega a_{ij} \frac{\partial \phi}{\partial x_i} \frac{\partial \psi}{\partial x_j} \, dx \leq c \left( \int_{\mathbb{R}^d} \frac{|\zeta|^2}{(1 + |\zeta|^2)^\gamma} |\mathcal{F}(E\phi)(\zeta)|^2 \, d\zeta \right)^{1/2} \left\| a_{ij} \frac{\partial \psi}{\partial x_j} \right\|_\gamma
\]

(4.13)

\[
\leq c(\eta^{-1} \|\phi\| + \eta^{\gamma/(1-\gamma)} \|\phi\|_1) \left\| \frac{\partial \psi}{\partial x_j} \right\|_\gamma
\]

where \( \eta > 0 \) is arbitrary. For the last inequality, we used Theorem 1.4.4.2 of [14] which states that multiplication by \( a_{ij} \in W^p_\gamma(\Omega) \) for \( p > d/\gamma \) is a bounded operator on \( H^\gamma(\Omega) \). The lemma immediately follows.

Remark 4.5: A more constructive proof of Lemma 4.2 is possible in the case smooth coefficients and nodal finite element approximation spaces. In this case, one proves directly that

\[
A(T_ka, w) \leq c(h_k/h_1)A(w, w)
\]

holds for \( T_k = R_kA_kP_k \) with \( R_k \) defined by (3.12). The lemma then follows with \( \gamma = 1/2 \) from

\[
\frac{\|v\|^2}{\lambda_k} \leq c(R_kv, v) \quad \text{for all} \ v \in \mathcal{M}_k,
\]

which is a general smoothing property proved in [5].

Combining Lemmas 4.1 and 4.2 with Theorems 3.1, 3.2 and Corollary 3.1 give the following theorems.

Theorem 4.1. Let \( B^a_j \) be defined by (2.4) with \( A(\cdot, \cdot), (\cdot, \cdot) \), and \( \{M_k, \tilde{M}_k\} \) as described in this section. Assume that \( R_k \) (which is symmetric) satisfies (3.7). Then the condition number \( K(B^a_jA_J) \) is bounded by a constant which is independent of \( J \).

Theorem 4.2. Let \( B^m_j \) be defined by Algorithm 2.1 with \( A(\cdot, \cdot), (\cdot, \cdot), \) and \( \{M_k, \tilde{M}_k\} \) as described in this section. Assume that \( R_k \) satisfies (C.1)–(C.3). Then

\[
0 \leq A((I - B^m_jA_J)v, v) \leq (1 - 1/C_M)A(v, v) \quad \text{for all} \ v \in \mathcal{M}_J.
\]

(4.14)
The constant $C_M$ in (4.14) is independent of $J$.

 Remark 4.6: A uniform result similar to the upper estimate in Theorem 4.1 in the case of $R_k$ defined by (3.12) was announced by Zhang at the Fifth International Symposium on Domain Decomposition Methods [20]. In addition, a version of Theorem 4.1 is proved in [19] using Besov space equivalences.

 Remark 4.7: The results of this section hold for many applications with mixed boundary conditions. We illustrate this by considering a simple example. Specifically, we consider (4.1) with $\Omega = (0, 1) \times (0, 2)$ but with the boundary conditions

$$
\frac{\partial u}{\partial v} = 0, \quad \text{on } \Gamma_N
$$

$$
u = 0 \quad \text{on } \partial \Omega / \Gamma_N.
$$

Here $\Gamma_N$ is the line segment $\{(1, y) | y \in (1, 2)\}$ and $\frac{\partial}{\partial v}$ denotes the outward co-normal derivative on $\Gamma_N$. There is no problem with the proof of Lemma 4.2 in this case since the basic ingredient in the proof, Lemma 4.3 does not depend on boundary conditions. Furthermore, the resulting form $\mathcal{A}(-\cdot, \cdot)$ is equivalent to that corresponding to the Laplacian (with boundary condition $\partial u / \partial n = 0$ on $\Gamma_N$). The Laplacian with this boundary condition satisfies (4.3) for any $\alpha$ in $(0, 1/2)$. Thus, Lemma 4.1 holds.

5. General mesh refinement.

In this section, we apply the general theory to an approximation which utilizes a locally refined mesh. Such mesh refinements are convenient for accurate modeling of problems with various types of singular behavior. For simplicity, we will consider the piecewise linear finite element approximation although we will allow a very general form of refinement.

As in the previous section, we consider problem (4.1) and start with a coarse triangulation. The refinement triangulation $\{\tau_k\}$ is defined in terms of a sequence of (open) mesh domains

$$\Omega_J \subseteq \Omega_{J-1} \subseteq \cdots \subseteq \Omega_1 = \Omega.
$$

The only restrictions on the mesh domains $\{\Omega_k\}$ are that the boundary of $\Omega_k$, for $k > 1$, consists of edges of mesh triangles in the mesh $\{\tau_{k-1}\}$ and that there is at least one edge of $\{\tau_{k-1}\}$ contained in $\Omega_k$. These mesh domains control the region of refinement. If $\tau_{k-1}$ is a triangle contained in $\Omega_k$ then it is broken into four smaller triangles (in the triangulation $\{\tau_k\}$) by the lines connecting the midpoints of the edges. Alternatively, if $\tau_{k-1}$ is in the complement of $\Omega_k$ then it is not subdivided but is directly included into the $k$th triangulation. A simple example of this construction is the case of a unit square with local refinement near the corner $(1, 1)$. In this case, we take $\Omega_k = \Omega$ for $k = 1, \ldots, j$ and $\Omega_k = [1 - 2^{-j}, 1] \times [1 - 2^{-j}, 1]$ for $k = j + 1, \ldots, J$.

We consider the piecewise linear finite element approximation although many extensions are possible. The space $M_k$ is defined to be the set of piecewise linear functions with respect to the mesh $\{\tau_k\}$ which are continuous on $\Omega$ and vanish on $\partial \Omega$. The continuity condition implies that the finer grid nodes on a coarse-fine boundary are slave nodes in the sense that the values of the function there are completely determined by the values of the function on the nearby coarse grid points.
For this application, the subspace $\tilde{M}_k$ on which we smooth is a proper subspace of $M_k$. In fact, we define $\tilde{M}_k$ to be the functions in $M_k$ which are zero outside of $\Omega_k$. Thus, we smooth on a given level just in the region where new nodes are being added in the refinement scheme.

For this application, there is no difficulty in proving (3.5). The largest eigenvalue of $M_k$ is on the order of $h_k^{-2}$ where $h_k$ is the size of the smallest triangle defining the mesh of $M_k$. The argument given in the proof of Lemma 4.2 applies with little change and gives that (3.5) holds with a uniform constant $\tilde{C}$.

To apply Theorems 3.1 and 3.2, we need to prove (3.1). By Lemma 3.1, we need only consider the case when the coefficients defining $L$ are smooth. Let $\tilde{M}_k$ denote the quasi-uniform finite element space obtained from refining over the entire domain at each level starting with $\{ \tau_i \}$. That is, the quasi-uniform spaces resulting from the above construction with $\Omega = \Omega_1 = \Omega_2 = \cdots = \Omega_J$. Let $\tilde{Q}_k$ denote the $(\cdot, \cdot)$ orthogonal projection onto $\tilde{M}_k$. A sequence of operators $Q_k : M_J \mapsto \tilde{M}_k$ was constructed in [8] (see the sequence $\{ Q_k \}$ defined in Section 5 of [8]) which satisfy

1. $Q_J$ is the identity.
2. The range of $Q_k - Q_{k-1}$ is contained in $\tilde{M}_k$.
3. The inequalities

$$\|(I - Q_k)v\| \leq \|Q_k - Q_{k-1}\| + c \|I - \tilde{Q}_k\|, \quad A(Q_1v Q_1v) \leq c A(v, v),$$

hold for all $v \in M_J$ and with constant $c$ independent of $k$ and $J$.

Following the proof of Lemma 4.1, for $w \in M_J$, we have

$$A(w, w) = A(w, Q_1w) + \sum_{k=2}^{J} (\tilde{A}_k \tilde{P}_kw, (Q_k - Q_{k-1})w)$$

$$\leq \left( A(P_1w, w) + \sum_{k=2}^{J} \frac{\tilde{A}_k \tilde{P}_kw}{\lambda_k} \right)^{1/2} \left( A(Q_1w, Q_1w) + \sum_{k=2}^{J} \lambda_k \|(Q_k - Q_{k-1})w\|^2 \right)^{1/2}.$$ 

Consequently, it suffices to show that

$$A(Q_1w, Q_1w) + \sum_{k=2}^{J} \lambda_k \|(Q_k - Q_{k-1})w\|^2 \leq c A(w, w).$$

Clearly, by (3),

$$\|(Q_k - Q_{k-1})w\|^2 \leq 2\|(I - Q_k)w\|^2 + \|(I - Q_{k-1})w\|^2$$

$$\leq c \|(I - Q_{k-1})w\|^2.$$
Thus,

\[ A(Q_1 w, Q_1 w) + \sum_{k=2}^{J} \lambda_k \| (Q_k - Q_{k-1}) w \|^2 \leq \]

\[ c \left( A(w, w) + \sum_{k=2}^{J} \lambda_k \| (I - \tilde{Q}_{k-1}) w \|^2 \right). \]

Inequality (5.1) follows from Remark 4.4. This shows that (3.1) holds for the refinement application of this section.

We can combine the above observations with Theorems 3.1, 3.2 and Corollary 3.1 to get:

**Theorem 5.1.** Let \( B_j^0 \) be defined by (2.4) with \( A(\cdot, \cdot), (\cdot, \cdot) \), and \( \{ M_k, \tilde{M}_k \} \) as described in this section. Assume that \( R_k \) (which is symmetric) satisfies (3.7). Then the condition number \( K(B_j^0 A_j) \) is bounded by a constant which is independent of \( J \).

**Theorem 5.2.** Let \( B_j^0 \) be defined by Algorithm 2.1 with \( A(\cdot, \cdot), (\cdot, \cdot) \), and \( \{ M_k, \tilde{M}_k \} \) as described in this section. Assume that \( R_k \) satisfies (C.1)–(C.3). Then

\[ 0 \leq A((I - B_j^0 A_j)v, v) \leq (1 - 1/C_M) A(v, v) \quad \text{for all } v \in M_J. \]

The constant \( C_M \) in (5.2) is independent of \( J \).

6. A CURVED BOUNDARY APPLICATION.

In this section, we consider applying the theory developed earlier to a finite element approximation of a boundary value problem with a curved boundary. To remain in the framework of nested spaces, we consider coarser grid multigrid spaces \( M_k \) which vanish in a neighborhood of order \( h_k \) of the domain boundary. Even though these spaces provide a poor approximation, we will show that they lead to multigrid algorithms which converge with uniform rates of reduction.

For convenience, we shall consider a convex domain in \( \mathbb{R}^2 \) with smooth boundary. Many extensions are possible. We will consider problem (4.1) with the same assumptions on the coefficients as made in Section 4. The form \( A(\cdot, \cdot) \) is defined by (4.2). We also assume that (4.3) holds for \( \tilde{L} = -\Delta \) and some \( \alpha \) in \((0, 1]\).

We start with a coarse approximate triangulation \( \{ \tau_i^1 \} \) of \( \Omega \). By construction, a node will be either in the interior of \( \Omega \) or on \( \partial \Omega \). Without loss of generality, we assume that no triangle of \( \{ \tau_i^1 \} \) has all three vertices on \( \partial \Omega \). The triangulation \( \{ \tau_i^k \} \) will be defined from \( \{ \tau_{k-1}^1 \} \) as follows:

1. If \( \tau_{k-1}^1 \) is a triangle with two vertices in \( \Omega \) then \( \tau_{k-1}^1 \) is broken into four finer grid triangles by the lines connecting the centers of the edges.

2. A triangle \( \tau_{k-1}^1 \) with two vertices on \( \partial \Omega \) results in four finer grid triangles as illustrated in Figure 6.1. The new boundary point is the midpoint along the boundary arc between the two boundary vertices of \( \tau_{k-1}^1 \).

Note that not all triangles in \( \{ \tau_{1-1}^k \} \) can be written as the union of the triangles in \( \{ \tau_k^1 \} \). As a consequence, we will define the coarser multilevel spaces \( k < J \) in a different manner than that used for the finest space.
We use the above grid strategy to define the sequence of approximation meshes up to $J$ and define $\Omega_k$ to be the interior of $\bigcup_i \tau^i_k$. The fine grid approximation space $M_J$ is a space of piecewise linear functions with respect to $\{\tau^j_j\}$ which are continuous on $\Omega_J$ and vanish on $\partial \Omega_J$.

For $k < J$, let $\bar{M}_k$ denote the analogous space of piecewise linear functions which are defined in terms of the triangulation $\{	au^i_k\}$. Let $\Omega^c_k$, for $k < J$ be interior of the union of the closures of triangles of $\{\tau^i_k\}$ which do not have vertices on $\partial \Omega$. The spaces $M_k$ for $k < J$, to be used in the multigrid algorithm, are defined by

\begin{equation}
M_k = \{ \phi \in \bar{M}_k \mid \text{supp}(\phi) \subseteq \bar{\Omega}^c_k \}.
\end{equation}

Because of the convexity of $\Omega$, it is easy to see that $\Omega^c_k \subseteq \Omega$ for $k = 1, \ldots, J$. Consequently, functions in $\bar{M}_k$ extended by zero are in $H^1_0(\Omega)$. Thus, we shall consider the spaces $\bar{M}_k$ and $M_k$ as being contained in $H^1_0(\Omega)$. Moreover, the triangles of $\{\tau^i_k\}$ in $\Omega^c_k$ can be written as the union of triangles in $\{\tau^i_k\}$. This implies that the multigrid spaces defined by (6.1) are nested, i.e.

$$M_1 \subset M_2 \subset \ldots \subset M_J \subset H^1_0(\Omega).$$

The argument of Lemma 4.2 goes through without change for this application. To apply the theory of Section 4, we need only prove (3.1). From the proof of Lemma 4.1, it clearly suffices to prove the inequalities (4.6) and (4.7) for this application. To this end, we introduce the following lemma.

**Lemma 6.1.** Let $\Omega^\eta$ denote the strip $\{ x \in \Omega \mid \text{dis}(x, \partial \Omega) < \eta \}$ and $0 < \eta < 1/2$. Then for all $v \in H^{1+s}(\Omega), \n
\begin{equation}
\|v\|_{1,\Omega^\eta} \leq c\eta^\alpha \|v\|_{1+s}.
\end{equation}
In addition, for \( v \in H^1_0(\Omega) \),
\[
\|v\|_{\Omega^n} \leq c\eta \|v\|_1.
\]

**Proof:** Note that if \( \omega^n \) is a reference square of side length \( \eta \), then
\[
\|w\|_{\omega^n}^2 \leq \eta^2/2 \int_{\omega^n} |\nabla w|^2 \, dx
\]
holds for all functions \( w \) vanishing on one edge of \( \omega^n \). Inequality (6.3) then easily follows by the use of local maps. Interpolating (using the real method [16]) between (6.3) and the trivial inequality
\[
\|w\|_{\omega^n} \leq \|w\|
\]
gives that (for \( s \neq 1/2 \))
\[
\|w\|_{\Omega^n} \leq c(s)\eta^s \|w\|_s \quad \text{for all } w \in H^s_0(\Omega).
\]

By Corollary 1.4.4.5 of [14], \( H^s_0(\Omega) = H_s(\Omega) \) for \( s < 1/2 \). Let \( v \in H^{1+s}(\Omega) \). Applying (6.4) to \( v \) and the first derivatives of \( v \) implies (6.2). This completes the proof of the lemma.

We next prove (4.7). Note that by Lemma 3.1, we need only prove (4.7) for \( A(\cdot, \cdot) \) corresponding to the Laplacian. Let \( \alpha \in (0, 1/2) \) be such that (4.3) holds. Applying the standard finite element duality argument, (cf., [1],[12]) (4.7) will follow if we show that for all \( w \in H^{1+\alpha}(\Omega) \cap H^1_0(\Omega) \),
\[
\|(I - P_{k-1})w\|_1 \leq c\lambda_k^{-\alpha/2} \|w\|_{1+\alpha}.
\]

Fix \( w \in H^{1+\alpha}(\Omega) \cap H^1_0(\Omega) \). Let \( \chi \) denote the function in \( M_{k-1} \) which interpolates \( w \) on the nodes of \( \Omega_{k-1}^\circ \) and \( \tilde{\chi} \) be the function in \( \tilde{M}_{k-1} \) which interpolates \( w \) at the nodes of \( \Omega_{k-1} \). From the definition of \( P_{k-1} \), we immediately have that
\[
\|A((I - P_{k-1})w, (I - P_{k-1})w) \leq A(w - \chi, w - \chi)
\]
\[
\leq c(\|w - \tilde{\chi}\|_{1, \Omega_{k-1}^\circ}^2 + \|\tilde{\chi} - \chi\|_{1, \Omega_{k-1}^\circ}^2 + \|w\|_{1, \Omega_k \Omega_{k-1}^\circ}^2).
\]

Applying the Bramble-Hilbert Lemma and well known techniques, it follows that
\[
\|w - \tilde{\chi}\|_{1, \Omega_{k-1}^\circ}^2 \leq ch_k^{2\alpha} \|w\|_{1+\alpha}^2.
\]

Note that \( \tilde{\chi} - \chi \) is a mesh function (in \( \tilde{M}_{k-1} \)) which vanishes on all nodes except those on \( \partial \Omega_{k-1}^\circ \). Consequently,
\[
\|\tilde{\chi} - \chi\|_{1, \Omega_{k-1}^\circ}^2 \leq c \sum x_i \tilde{\chi}(x_i)^2
\]
where the sum is taken over the nodes $x_i$ of $\tilde{M}_{k-1}$ on $\partial \Omega_{k-1}^\circ$. Let $\tilde{\Omega}_{k-1} = \Omega_{k-1} \setminus \Omega_{k-1}^\circ$. Then (6.7) and (6.8) imply that

\[
\| \tilde{\lambda} - \lambda \|_{L^2(\tilde{\Omega}_{k-1}^\circ)}^2 \leq c \| \tilde{\lambda} \|_{L^2(\tilde{\Omega}_{k-1})}^2 \leq c(\|w - \tilde{\lambda}\|_{L^2(\tilde{\Omega}_{k-1})}^2 + \|w\|_{L^2(\tilde{\Omega}_{k-1})}^2)
\]

\[
\leq c(h_k^{2\alpha} \|w\|_{L^{1+\alpha}}^2 + \|w\|_{L^2(\Omega_{k-1}^\circ)}^2).
\]

Applying Lemma 6.1 gives

\[
\|w\|_{L^2(\Omega_{k-1}^\circ)}^2 \leq c h_k^{2\alpha} \|w\|_{L^{1+\alpha}}^2.
\]

Combining (6.6), (6.7), (6.9) and (6.10) proves (6.5), i.e. (4.7) holds for this application. We now prove (4.6). By the triangle inequality, the first inequality will follow if we can show that for all $v \in M_J$

\[
\|(I - Q_k)v\|^2 \leq c \lambda_k^{-1} A(v, v), \text{ for } k = 1, \ldots, J - 1.
\]

Let $\tilde{Q}_k$ denote the $L^2(\Omega_k)$ orthogonal projector onto the space $\tilde{M}_k$. By using the interpolant, it is easy to prove that

\[
\|(I - \tilde{Q}_k)v\|^2_{\Omega_k} \leq c h_k^{1+\alpha} \|v\|_{L^{1+\alpha}}^2
\]

for all $v \in H_0^1(\Omega) \cap H^{1+\alpha}(\Omega)$. Interpolating (using the real method [16]) between this inequality and the trivial inequality

\[
\|(I - \tilde{Q}_k)v\|^2_{\Omega_k} \leq \|v\|^2
\]

gives

\[
\|(I - \tilde{Q}_k)v\|^2_{\Omega_k} \leq c \lambda_k^{-1} \|v\|^2_{L^1} \quad \text{for all } v \in H_0^1(\Omega).
\]

Fix $v \in H_0^1(\Omega)$ and let $\theta_k$ denote the function in $M_k$ which interpolates $\tilde{Q}_k v$ at the nodes in $\Omega_k^\circ$. Then, Lemma 6.1 and the triangle inequality give

\[
\|(I - Q_k)v\|^2 \leq \|v - \theta_k\|^2
\]

\[
\leq c(\|(I - \tilde{Q}_k)v\|^2_{\Omega_k} + \|\tilde{Q}_k v - \theta_k\|^2_{\Omega_k} + \|v\|^2_{L^2(\Omega_k^\circ)})
\]

\[
\leq c(\lambda_k^{-1} \|v\|^2_{L^1} + \|\tilde{Q}_k v - \theta_k\|^2_{\Omega_k^\circ} + \lambda_k^{-1} \|v\|^2_{L^1}).
\]

The difference $\tilde{Q}_k v - \theta_k$ is a mesh function which vanishes on the nodes of $\Omega_k^\circ$ and hence

\[
\|\tilde{Q}_k v - \theta_k\|^2_{\Omega_k^\circ} \leq c h_k^2 \sum_{x_i} (\tilde{Q}_k v(x_i))^2 \leq c \|\tilde{Q}_k v\|^2_{\Omega_k \setminus \Omega_k^\circ}
\]

\[
\leq c(\|\tilde{Q}_k v - v\|^2_{\Omega_k \setminus \Omega_k^\circ} + \|v\|^2_{\Omega_k \setminus \Omega_k^\circ}) \leq c \lambda_k^{-1} \|v\|^2_{L^1}.
\]
The sum on \( x_i \) above is over the nodes on \( \partial \Omega_k \). Combining the above inequalities proves (6.11).

We finally prove the second inequality of (4.6). Fix \( v \in H^1(\Omega) \) and let \( \tilde{\theta}_k \) denote the \( L^2(\Omega_k) \) orthogonal projection of \( v \) onto the space of discontinuous piecewise linear functions with respect to the triangulation \( \{ \tau_k^i \} \). Note that

\[
\| v - \tilde{\theta}_k \|^2_{\Omega_k} \leq c \lambda_k^{-1} v^2_{1,\Omega_k},
\]

\[
\sum_{\tau_k^i \subset \Omega_k} \| \tilde{\theta}_k \|^2_{1,\tau_k^i} \leq c \| v \|^2_{1,\Omega_k}.
\]

Consequently, by (6.11) and (6.12),

\[
\sum_{\tau_k^i \subset \Omega_k} \| \tilde{\theta}_k - Q_k v \|^2_{1,\tau_k^i} \leq c \lambda_k \| \tilde{\theta}_k - Q_k v \|^2_{\Omega_k} \leq c A(v, v).
\]

The second inequality of (4.6) follows by the triangle inequality and the second inequality of (6.12).

Since (4.6) and (4.7) are valid, the argument proving Lemma 4.1 implies that (3.1) holds for this application. Applying the theory of Section 3 gives the following theorems.

**Theorem 6.1.** Let \( B^m_j \) be defined by (2.4) with \( A(\cdot, \cdot) \), \( (\cdot, \cdot) \), and \( \{ M_k \} \) as described in this section. Set \( \tilde{M}_k = M_k \), for \( k = 2, \ldots, J \). Assume that \( R_k \) (which is symmetric) satisfies (3.7). Then the condition number \( K(B^m_j M) \) is bounded by a constant which is independent of \( J \).

**Theorem 6.2.** Let \( B^m_j \) be defined by Algorithm 2.1 with \( A(\cdot, \cdot) \), \( (\cdot, \cdot) \), and \( \{ M_k \} \) as described in this section. Set \( \tilde{M}_k = M_k \), for \( k = 2, \ldots, J \). Assume that \( R_k \) satisfies (C.1)–(C.3). Then

\[
0 \leq A((I - B^m_j M) v, v) \leq (1 - 1/C_M) A(v, v) \quad \text{for all } v \in M_j.
\]

The constant \( C_M \) in (6.13) is independent of \( J \).

**Remark 6.1:** Clearly, the techniques of Section 5 and Section 6 could be combined to yield similar results for problems with curved boundaries and nonuniform mesh refinements.
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