HIGH DIMENSIONAL RANDOM SECTIONS OF ISOTROPIC CONVEX BODIES
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Abstract. Let $K \subset \mathbb{R}^n$ be a centrally symmetric isotropic convex body. We provide sharp estimates for the section function $|F^\perp \cap K|^{1/k}_{n-k}$ for random $F \in G_{n,k}$ answering a question raised by V. Milman and A. Pajor (see [MP]). We also show that every symmetric convex body has a high dimensional section $F$ with isotropy constant bounded by $c(\log(dim F))^{1/2} \log \log(dim F)$.

1. Introduction and notation

Throughout the paper $K \subset \mathbb{R}^n$ will denote a symmetric convex body. $K$ is called isotropic if it is of volume 1 and its inertia matrix is a multiple of the identity. Equivalently, there exists a constant $L_K > 0$ called isotropy constant of $K$ such that $L_K^2 = \int_K \langle x, \theta \rangle^2 dx, \forall \theta \in S^{n-1}$.

The relation between the isotropy constant and the size of the central sections of an isotropic convex appears [H], [B] or [MP] where it is proved that for every $1 \leq k \leq n$ there exist $c_1(k), c_2(k) > 0$ such that for every subspace $F \in G_{n,k}$ (the Grassmann space) and $K \subset \mathbb{R}^n$ isotropic

$$\frac{c_1(k)}{L_K} \leq |F^\perp \cap K|^{1/k}_{n-k} \leq \frac{c_2(k)}{L_K},$$

where $|\cdot|_m$ is the Lebesgue measure in the appropriate $m$ dimensional space.

More precisely, it is proved in [MP] that $|F^\perp \cap K|^{1/k}_{n-k} \sim L_{B_{k+1}(K,F)}/L_K$, see Lemma 2.2 below ($a \sim b$ means $a \cdot c_1 \leq b \leq a \cdot c_2$ for some numerical constants $c_1, c_2 > 0$). From now on the letters $c, C, c_1, \ldots$ will denote absolute numerical constants, whose value may change from line to line. Well known estimates imply $c_1(k) \geq c_1$, [H], and $c_2(k) \leq c_2k^{1/4}$, [Kr]. We remark that these bounds are valid for every subspace $F \in G_{n,k}$.

Our first result in the second section of the paper is an improvement of this general estimate that holds for “most” subspaces. We make use of the tools developed in [Pa1].
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There exist absolute constants $c_1, c_2, c_3 > 0$ with the following property: If $K$ is an isotropic convex body in $\mathbb{R}^n$ and $1 \leq k \leq \sqrt{n}$ then

$$
\frac{c_1}{L_K} \leq |K \cap F_{n-k}^{\perp}|^{1/k} \leq \frac{c_2}{L_K} \geq 1 - e^{-c_3 \frac{k^2}{n}}
$$

In the third section we reach optimal bounds for $c_1(k)$ and $c_2(k)$ but for a worse dependence on $k$. For that matter, we need to estimate the Lipschitz constant of the central section function $|F_{n-k}^{\perp} \cap K|$. For $k = 1$ this was proved in [ABP]. Then, we exploit the concentration of measure on $G_{n,k}$ together with some results from [BB] and [KL2]. Precisely, we show

Theorem 3.8. Let $K \subset \mathbb{R}^n$ isotropic. For all $\varepsilon > 0$, $1 \leq k \leq \frac{c \varepsilon \log n}{\log \log n}$, the set $A$ of subspaces $F \in G_{n,k}$ such that

$$
(1.1) \quad \frac{1 - \varepsilon}{\sqrt{2\pi} L_K} \leq |K \cap F_{n-k}^{\perp}|^{1/k} \leq \frac{1 + \varepsilon}{\sqrt{2\pi} L_K}
$$

holds, has probability $\mu(A) \geq 1 - c_1 e^{-c_2 n^{0.9}}$.

Independently, in a recent paper [EK], the authors proved a multidimensional central limit theorem for convex bodies from which one can deduce (1.1) for $k \leq c(\varepsilon) n^c$ and $\mu(A) \geq 1 - c_2 e^{-n^{c_3}}$.

In the last section we give upper bounds for the isotropic constant of high dimensional central sections $L_{K \cap F}$. In particular,

Proposition 1.1. For every symmetric convex body $K$ in $\mathbb{R}^n$ and $k \leq (1 - \frac{1}{\log n}) n$, there exists an $F \in G_{n,k}$ such that

$$
L_{K \cap F} \leq c(\log k)^{1/2} \log \log k
$$

where $c > 0$ is a universal constant.

We denote by $|\cdot|$ the Euclidean norm in the appropriate space, $D_n$ the Euclidean ball in $\mathbb{R}^n$ and by $\omega_n$ its Lebesgue measure. The surface area of the unit sphere is $|S^{n-1}| = n \omega_n$. For any $k$-dimensional subspace $F \subset \mathbb{R}^n$ we denote $S_F = S^{n-1} \cap F$, the Haar probability on $S_F$ by $\sigma_F$, $D_F = D_n \cap F$ and by $P_F$ the orthogonal projection onto $F$. The Haar probability on the Grassmanian $G_{n,k}$ is denoted by $\mu$. For $T \in GL(n)$, $\|T\|$ denotes the operator norm and $\|T\|_{HS} := \left( \sum_{j=1}^{n} |T(e_j)|^2 \right)^{1/2}$, for (any) orthonormal basis $(e_j)$ of $\mathbb{R}^n$, its Hilbert-Schmidt norm. $K^\circ$ denotes the polar body of $K$. For any convex body $L \subset \mathbb{R}^n$ we will write $\tilde{L} = L/L_n^{1/n}$. We will denote $W(K) := \int_{S^{n-1}} h_K(\theta)d\sigma(\theta)$, the mean width of the convex body $K$.

2. First improvement via random sections

Theorem 2.1. There exist absolute constants $c_1, c_2, c_3 > 0$ with the following property: If $K$ is an isotropic convex body in $\mathbb{R}^n$ and $1 \leq k \leq \sqrt{n}$
then
\[
(2.2) \quad \mu\{F \in G_{n,k} : \frac{c_1}{L_K} \leq |K \cap F^{1/k}|_{n-k} \leq \frac{c_2}{L_K} \} \geq 1 - e^{-c_3 n}
\]

Through the section \( K \) will be (a symmetric convex body) of volume 1.

Let \( F \) a \( k \)-dimensional subspace of \( \mathbb{R}^n \) and denote by \( E \) the orthogonal subspace of \( F \). For every \( \phi \in S_F \) we define \( E(\phi) = \text{span}\{E, \phi\} \).

K. Ball (see [B]) proved the following theorem: For every \( q \geq 0 \) and \( \phi \in F \), the function
\[
\phi \mapsto |\phi|^{1+\frac{q}{q+1}} \left( \int_{K \cap E(\phi)} |\langle x, \phi \rangle|^q dx \right)^{-\frac{1}{q+1}}
\]
is a norm on \( F \). We denote by \( B_q(K, F) \) the unit ball of this norm.

Under this notation it was proved in [MP] the following

**Lemma 2.2.** If \( K \) is isotropic then \( B_{k+1}(K, F) \) is also isotropic for every \( F \in G_{n,k} \), and
\[
(2.3) \quad |K \cap F^{1/k}|_{n-k} \sim \frac{L_{B_{k+1}(K, F)}}{L_K} \quad \forall \, F \in G_{n,k}
\]

A generalization for \( L_q \) centroid bodies of this approach appeared in [Pa1]. For any \( q \geq 1 \) we define the \( L_q \) centroid body of \( K \), the symmetric convex body that has support function
\[
h_{Z_q(K)}(z) := \left( \int_{K} |\langle x, z \rangle|^q dx \right)^{1/q}, \forall \, z \in S^{n-1}
\]
The following equality was proved in [Pa1]: For every \( 1 \leq k \leq n-1, F \in G_{n,k} \) and \( q \geq 1 \),
\[
(2.4) \quad P_F(Z_q(K)) = \left( \frac{k+q}{2} \right)^{1/q} |B_{k+q-1}(K, F)|^{1/k} Z_q(\tilde{B}_{k+q-1}(K, F))
\]

**Proposition 2.3.** Let \( K \subset \mathbb{R}^n, 1 \leq k \leq n-1, F \in G_{n,k} \) and \( E = F^\perp \). Then
\[
c_1 \leq |P_F Z_k(K)|_{1/k} |K \cap E|_{n-k}^{1/k} \leq c_2
\]
where \( c_1, c_2 > 0 \) are universal constants.

**Proof.** We choose \( q = k \) in (2.4). Then by taking volumes we have that
\[
|P_F(Z_k(K))|_{1/k} = k^{1/k} |B_{2k-1}(K, F)|^{2/k} |Z_k(\tilde{B}_{2k-1}(K, F))|^{1/k}
\]
It is known that there exists a universal constant \( c > 0 \) such that for any symmetric convex body \( K \) of volume 1 in \( \mathbb{R}^k \) and \( q \geq k, cK \subseteq Z_q(K) \subseteq K \). (see [Pa2] for a proof). So,
\[
c \leq |Z_k(\tilde{B}_{2k-1}(K, F))| |k|_{1/k} \leq 1.
\]
So, it is enough to prove that there exists \( c > 0 \) such that
\[
(2.5) \quad \frac{1}{|K \cap E|_{n-k}^{1/k}} \leq k^{1/k} |B_{2k-1}(K, F)|^{2/k} \leq c \frac{1}{|K \cap E|_{n-k}^{1/k}}
\]
The right hand side inequality was proved in [Pa1]. The left hand side inequality follows the same line. We will need the following fact (see [MP] for a proof):

Let $C$ be a symmetric convex body in $\mathbb{R}^m$. If $s \leq r$ are non-negative integers and $\theta \in S^{m-1}$, we have that

\[ (2.6) \quad \left( r + \frac{1}{2} \int_C |\langle x, \theta \rangle|^r dx \right)^{1/(r+1)} \geq \left( s + \frac{1}{2} \int_C |\langle x, \theta \rangle|^s dx \right)^{1/(s+1)} \]

Writing in polar coordinates we get

\[ (2.7) \quad |B_{2k-1}(K,F)|_k = \omega_k \int_{S_F} \left( \int_{K \cap E(\phi)} |\langle x, \phi \rangle|^{2k-1} dx \right)^{1/2} d\sigma_F(\phi) \]

Applying (2.6) with $C = K \cap E(\phi)$, $m = n - k + 1$, $r = 2k - 1$ and $s = k - 1$, we get

\[ \left( k \frac{\int_{K \cap E(\phi)} |\langle x, \phi \rangle|^{2k-1} dx}{|K \cap E|_{n-k}} \right)^{1/2k} \geq \left( \frac{k}{2} \frac{\int_{K \cap E(\phi)} |\langle x, \phi \rangle|^{k-1} dx}{|K \cap E|_{n-k}} \right)^{1/k} \]

It follows that

\[ \left( \int_{K \cap E(\phi)} |\langle x, \phi \rangle|^{2k-1} dx \right)^{\frac{1}{2k}} \geq (k|K \cap E|_{n-k})^{-\frac{1}{2k}} \frac{k}{2} \int_{K \cap E(\phi)} |\langle x, \phi \rangle|^{k-1} dx \]

Then formula (2.7) becomes

\[ |B_{2k-1}(K,F)|_k \geq (k|K \cap E|_{n-k})^{-\frac{1}{2k}} \frac{k}{2} \omega_k \int_{S_F} \int_{K \cap E(\phi)} |\langle x, \phi \rangle|^{k-1} dx d\sigma_F(\phi) \]

Observe that (see also [Pa1])

\[ |K|_n = \frac{k \omega_k}{2} \int_{S_F} \int_{K \cap E(\phi)} |\langle x, \phi \rangle|^{k-1} dx \right) d\sigma_F(\phi). \]

So we get $|B_{2k-1}(K,F)|_k \geq \frac{1}{k^{1/2}} |K \cap E|_{n-k}^{-1/2}$, that is

\[ k^{1/k} |B_{2k-1}(K,F)|_k^{2/k} \geq \frac{1}{|K \cap E|_{n-k}^{1/k}} \]

That proves formula (2.5) and the Proposition. $\Box$

We will use the isomorphic version of Dvoretzky theorem proved by V. Milman (see [M], [MS2]):

**Proposition 2.4.** Let $C$ a symmetric convex body in $\mathbb{R}^n$. If $k \leq c_1 n \left( \frac{W(C)}{R(C)} \right)^2$, \((2.8)\)

\[ \mu\{ F \in G_{n,k} : \frac{W(C)}{2} D_F \subseteq P_F(C) \subseteq 2W(C)D_F \} \geq 1 - \exp \left(-c_2 n \left( \frac{W(C)}{R(C)} \right)^2 \right) \]
where $c_1, c_2 > 0$ are universal constants, $R(C) = \max\{|x| : x \in C\}$ and $W(C) = \int_{S^{n-1}} h_C(\theta) d\sigma(\theta)$. We will denote $k_\ast(C) := n\left(\frac{W(C)}{R(C)}\right)^2$. Furthermore, (see [LMS]) we have that for $p \leq k_\ast(C)$,

\begin{equation}
W(C) \sim W_p(C) := \left(\int_{S^n} h^p_C(\theta) d\sigma(\theta)\right)^{1/p}
\end{equation}

**Definition 2.5.** Let $K$ be a symmetric convex body of volume 1 in $\mathbb{R}^n$ and let $\alpha \in [1, 2]$. We say that $K$ is a $\psi_\alpha$-body with constant $b_\alpha$ if

$$
\left(\int_K |\langle x, \theta \rangle|^q dx\right)^{1/q} \leq b_\alpha q^{1/\alpha} \left(\int_K |\langle x, \theta \rangle|^2 dx\right)^{1/2}
$$

for all $q \geq \alpha$ and all $\theta \in S^{n-1}$. Equivalently, if

$$Z_q(K) \subseteq b_\alpha q^{1/\alpha} Z_2(K) \quad \text{for all } q \geq \alpha
$$

The following definition appeared in [Pa3]:

**Definition 2.6.** Let $K$ be a symmetric convex body of volume 1 in $\mathbb{R}^n$. We define

$$q_\ast(K) = \max\{q \in \mathbb{N} : k_\ast(Z_q^o(K)) \geq q\}
$$

where $Z_q^o(K) := (Z_q(K))^o$.

We will need the following lower bounds for the quantities $k_\ast(Z_q^o(K))$ and $q_\ast(K)$, (see [Pa1]):

**Proposition 2.7.** Let $K$ be an isotropic $\psi_\alpha$-body with constant $b_\alpha$ and $1 \leq q \leq n$ then

$$k_\ast(Z_q^o(K)) \geq c_1 \frac{n}{q^{1/\alpha}} \frac{2^{-\alpha}}{b_\alpha^2} \quad \text{and} \quad q_\ast(K) \geq c_2 \left(\frac{\sqrt{n}}{b_\alpha}\right)^\alpha
$$

**Proposition 2.8.** Let $K \subset \mathbb{R}^n$ isotropic. Then for $q \leq q_\ast(K)$ we have

\begin{equation}
W(Z_q(K)) \sim \sqrt{q} L_K
\end{equation}

*Proof.* A direct computation shows that for $q \leq n$,

$$\left(\int_K |x|^{q} dx\right)^{1/q} \sim \sqrt{\frac{n}{q}} W_q(Z_q(K))
$$

It was proved in [Pa1] that for every $q \leq q_\ast(K)$ we have

$$\left(\int_K |x|^{q} dx\right)^{1/q} \sim \sqrt{n} L_K
$$

Also by (2.9) and the definition of $q_\ast(K)$ we have that

$$W(Z_q(K)) \sim W_q(Z_q(K)) \quad \forall q \leq q_\ast(K)
$$

By putting these results together we conclude the proof.
A well known application of Brunn-Minkowski inequality implies that every convex body is \( \psi_1 \) body with a constant \( c \), where \( c \) is universal. So, Theorem 2.1 is a direct consequence of the following:

**Theorem 2.9.** Let \( K \) be an isotropic \( \psi_1 \) body with constant \( b_1 \) and \( 1 \leq k \leq c \left( \frac{n}{k} b_1 \right)^\alpha \). Then

\[
\mu \{ F \in G_{n,k} : \frac{c_1}{L_K} \leq |K \cap F|_{n-k}^{1/k} \leq \frac{c_2}{L_K} \} \geq 1 - \exp \{-c_3 \frac{n}{k} \frac{n}{k} b_1^2 \}
\]

**Proof.** Let \( 1 \leq k \leq q_*(K) \). We will apply Proposition 2.4 for the symmetric convex body \( Z_k(K) \). So, we have that there exists an \( A \subseteq G_{n,k} \) of measure greater than \( 1 - \exp \left\{ -c_2 k \right\} \)

\[
W(\frac{Z_k(K)}{2}) \subseteq P_F(Z_k(K)) \subseteq 2W(Z_k(K))D_F
\]

By taking volumes we get

\[
|P_F(Z_k(K))|^{1/k} \sim \frac{W(Z_k(K))}{\sqrt{k}} \sim L_K
\]

where we used Proposition 2.8 and the fact that \( |D_k|^{1/k} \sim \frac{1}{\sqrt{k}} \).

By Proposition 2.3 we get that for every \( F \in A \),

\[
\frac{c_1}{L_K} \leq |K \cap E|_{n-k}^{1/k} \leq \frac{c_2}{L_K}
\]

The result follows by Proposition 2.7.

3. **Second improvement via random sections**

In the first part we estimate the Lipschitz constant of the function \( F \rightarrow |F^\perp \cap K|_{n-k} \) and also review concentration inequalities with respect to several natural distances on \( G_{n,k} \). We start with the latter.

The following lemma constructs a suitable orthonormal basis for two subspaces \( E \) and \( F \) and will be very useful for our purposes.

**Lemma 3.1** ([GM], Lemma 4.1). Let \( E, F \in G_{n,k} \) such that \( F^\perp \cap E = 0 \). Then there exists \( u_1, \ldots, u_k \) orthonormal basis of \( E \) such that the family \( v_1, \ldots, v_k \) given by \( v_j = \frac{P_F(u_j)}{|P_F(u_j)|} \) is an orthonormal basis of \( F \). In particular,

\[
\langle u_j, v_i \rangle = |P_F(u_j)| \delta_i^j.
\]

The space \( G_{n,k} \) appears in the literature equipped with a number of different distances. In the following Proposition, we estimate the equivalence constants between them. It is probably folklore but we include for the reader’s convenience. The fact that one can move from one distance to another will
be useful while computing the Lipschitz constant and also when considering the concentration phenomena on $G_{n,k}$.

The elements of the orthogonal group $O(n)$ will be denoted by $U = (u_1 \ldots u_n)$ so the columns $(u_i)$ form an orthonormal basis in $\mathbb{R}^n$.

**Proposition 3.2.** For $E, F \in G_{n,k}$ we consider the following distances
\[d_0(E, F) = \max \{ d(x, S_E) \mid x \in S_E \}, \text{~} d \text{ is the euclidean distance.}\]
\[d_1(E, F) = \inf \{ \varepsilon > 0 \mid S_E \subset S_F + \varepsilon D_n, S_F \subset S_E + \varepsilon D_n \}\]
\[d_2(E, F) = \inf \left\{ \left( \sum_{j=1}^k |u_j - v_j|^2 \right)^{1/2} \mid E = \langle u_j \rangle_1^k, \ F = \langle v_j \rangle_1^k \text{ orthon. basis} \right\}\]
\[d_3(E, F) = \inf \left\{ \left( \sum_{j=1}^n |u_j - v_j|^2 \right)^{1/2} \mid E = \langle u_j \rangle_1^k, \ F = \langle v_j \rangle_1^k \text{ orthon. basis} \right\}\]
\[d_4(E, F) = \| P_E - P_F \|_{HS}\]
\[d_5(E, F) = \inf \{ ||U - V||_{HS} \mid U, V \in O(n), E = \langle u_1 \ldots u_k \rangle, F = \langle v_1 \ldots v_k \rangle \}\]
\[d_6(E, F) = \| P_E - P_F \|\]

Then, $d_2, d_3, d_4, d_5$ are equivalent with numerical equivalence constants, $d_0 = d_1$, $d_1 \leq d_2 \leq \sqrt{2k} d_1$ and $d_6 \leq d_4 \leq \sqrt{2k} d_6$.

**Proof.** $d_0 = d_1$: $d_1$ is the Hausdorff distance between $S_E$ and $S_F$ which also reads $d_1(E, F) = \max \{ \max_{x \in S_E} d(x, S_F), \max_{y \in S_F} d(y, S_E) \}$, so $d_0 \leq d_1 \leq \sqrt{2}$ and it is enough to check that the two inner maxima are equal.

If $E \cap F^\perp \neq 0$ then $d_0(E, F) = \sqrt{2}$. Suppose $E \cap F^\perp = 0$.

For any $x \in S_E, y \in S_F$, $|x - y|^2 = 2 - 2 \langle x, y \rangle = 2 - 2 \langle P_F(x), y \rangle$. So, $d^2(x, S_F) = 2 - 2 \sup_{y \in S_F} \langle P_F(x), y \rangle = 2 - 2 \| P_F(x) \|^2$. Let $x_0 \in S_E$ that maximizes $d(x, S_F)$ on $S_E$ or equivalently that minimizes $|P_F(x)|$. Denote $y_0 = \frac{P_F(x_0)}{|P_F(x_0)|}$ (observe $P_F(x_0) \neq 0$). By the arguments in [GM] Lemma 4.1, $P_F(x_0)$ is orthogonal to $E \cap x_0^\perp$ and so $P_E P_F(x_0)$ is parallel to $x_0$. Write $P_E(y_0) = \lambda x_0$. Then $\lambda = \langle P_E(y_0), x_0 \rangle = \langle y_0, P_E(x_0) \rangle = |P_F(x_0)|$ and $\frac{P_E P_F(x_0)}{|P_E P_F(x_0)|} = x_0$. Therefore, $d(y_0, S_E) = d(x_0, S_F)$ and so $\max \{ d(y, S_E) \mid y \in S_F \} \geq \max \{ d(x, S_F) \mid x \in S_E \}$. Exchange $E, F$ and equality follows.

$d_1 \leq d_2 \leq \sqrt{2k} d_1$: It is proved in [GM], Lemma 4.1.

$|\sqrt{2} d_2 \leq d_4 \leq \sqrt{2} d_2$: Let $F^\perp \cap E := E_0$ and write the orthogonal decomposition $E = E_0 \oplus E_1$ with $E_1 \cap F^\perp = 0$. By Lemma 3.1, there exists an orthonormal basis in $E_1, (u_j)$, such that $v_j = \frac{P_F(u_j)}{|P_F(u_j)|}$ is an orthonormal system in $F$. Now add vectors to complete an orthonormal basis in $E$ (by adding vectors in $E_0$) and in $F$ that we also denote as $u_j$ and $v_j$. Trivially,
\[\| P_E - P_F \|_{HS}^2 \geq \sum_{j=1}^k |(P_E - P_F)(u_j)|^2\]
If \( u_j \in E_1 \) then, since \( \langle u_j, v_j \rangle = |P_E(u_j)| \) (Lemma 3.1),
\[
|P_E - P_F|(u_j)|^2 = 1 - |P_F(u_j)|^2 \geq 1 - |P_E(u_j)| = \frac{1}{2}|u_j - v_j|^2
\]
If \( u_j \in E_0 \) and \( v_j \in F \) then \(|(P_E - P_F)(u_j)|^2 = 1\). Also, since \( \langle u_j, v_j \rangle = 0 \) and so \(|u_j - v_j|^2 = 2\).

For the second inequality, let \((u_j), (v_j)\) be orthonormal basis of \(E, F \in G_{n,k}\) we write \(P_E = \sum_{j=1}^k u_j \otimes u_j\) and \(P_F = \sum_{i=1}^k v_i \otimes v_i\) and by definition
\[
\|P_E - P_F\|_{HS}^2 = 2k - 2 \sum_{i,j=1}^k (u_i, v_j)^2 \leq 2 \sum_{j=1}^k (1 - \langle u_j, v_j \rangle)^2 \leq 2 \sum_{j=1}^k |u_j - v_j|^2
\]
since \(1 - \langle u_j, v_j \rangle)^2 \leq 2(1 - \langle u_j, v_j \rangle) = |u_j - v_j|^2\).
\[
d_2 \leq d_3 \leq \sqrt{5d_2}: \text{By definition } d_3^2(E, F) = d_2^2(E) + d_2^2(F). \text{ Now,}
\]
\[
d_3^2(E^\perp, F^\perp) \leq 2d_2^2(E^\perp) = 2d_2^2(E, F) \leq 4d_2^2(E, F). \text{ With similar arguments one proves } d_2 \leq d_5 \leq 3d_2.
\]
\[
d_6 \leq \sqrt{2kd_6}: \text{For } T \in GL(n) \|T\| \leq \|T\|_{HS} \leq \sqrt{\text{dim}(T(\mathbb{R}^n))}\|T\|.
\]

\[\square\]

**Proposition 3.3.** Let \( K \subset \mathbb{R}^n \) isotropic. The function given by \( G_{n,k} \ni E \to |E^\perp \cap K|_{n-k} \) is Lipschitz and for all \(E, F \in G_{n,k} \) we have the estimate
\[
|E^\perp \cap K|_{n-k} - |F^\perp \cap K|_{n-k} \leq \left(\frac{cL_k}{L_K}\right)^{2k} \|P_E - P_F\|_{HS}
\]
where \(L_k := \sup\{L_M | M \subset \mathbb{R}^k, \text{ convex body isotropic}\}\).

In order to prove it, one more lemma will be used. An equivalent version of it for \(k = 1\) is due to Busemann.

**Lemma 3.4 ([MP]).** If \( K \) is a convex body and \( E \in G_{n,k} \) then the function given by
\[
E^\perp \ni \theta \to \|\theta\| := \frac{|\theta|}{|K \cap E(\theta)|}
\]
is a norm on \(E^\perp\).

**Proof of Proposition 3.3.** Suppose \(F^\perp \cap E = 0\) and let \(E = \langle u_1 \ldots u_k \rangle, F = \langle v_1 \ldots v_k \rangle\) the orthonormal basis in Lemma 3.1. Denote \(E_0 = E^\perp, E_j^+ = v_j^+ \cap \cdots \cap v_{j+1}^+ \cap \cdots \cap u_k^+\) and \(E_k^+ = F^\perp\). Then
\[
|E^\perp \cap K|_{n-k} - |F^\perp \cap K|_{n-k} \leq \sum_{j=1}^k |E_j^+ \cap K|_{n-k} - |E_{j-1}^+ \cap K|_{n-k}|
\]
Let us estimate (say) the first summand. Set \(\hat{E} = E^\perp \cap v_1^+ = E_1^+ \cap u_1^+\).
Then, by Lemma 3.1, \(E^\perp = \hat{E} \oplus P_{E^\perp}(v_1)\) and \(E_1^+ = \hat{E} \oplus P_{E_1^+}(u_1)\) so we can
apply Lemma 3.4 to $\tilde{E}$

$$\left| |E^\perp \cap K|_{n-k} - |E^\perp_1 \cap K|_{n-k} \right| = \left| \frac{|P_{E^\perp}(v_1)|}{\|P_{E^\perp}(v_1)\|} - \frac{|P_{E^\perp_1}(u_1)|}{\|P_{E^\perp_1}(u_1)\|} \right|$$

and since $|P_{E^\perp_1}(u_1)| = |\langle u_1, v_1 \rangle| = |P_E(v_1)|$ and the triangle inequality,

$$\left| \frac{|P_{E^\perp}(v_1)|}{\|P_{E^\perp}(v_1)\|} - \frac{|P_{E^\perp_1}(u_1)|}{\|P_{E^\perp_1}(u_1)\|} \right| \leq \frac{|P_{E^\perp_1}(u_1)|}{\|P_{E^\perp_1}(u_1)\||P_{E^\perp}(v_1)\|} \left| |P_{E^\perp}(v_1)| - |P_{E^\perp_1}(v_1)| \right|$$

Finally, observe that $|P_{E^\perp}(u_1) - P_{E^\perp_1}(v_1)| = (1 - \langle u_1, v_1 \rangle)|u_1 - v_1|$ and apply Lemma 2.2 to conclude with

$$\left| |E^\perp \cap K|_{n-k} - |E^\perp_1 \cap K|_{n-k} \right| \leq \frac{(1 - \langle u_1, v_1 \rangle)}{(1 - \langle u_1, v_1 \rangle^2)^{1/2}} |u_1 - v_1| \frac{(cL_k)^{2k}}{L_k^2}$$

Since we can also suppose $\langle u_1, v_1 \rangle \geq 0$, the first quotient above is bounded by 1. So,

$$\left| |E^\perp \cap K|_{n-k} - |F^\perp \cap K|_{n-k} \right| \leq \sqrt{k} \left( \sum_{j=1}^k |u_j - v_j|^2 \right)^{1/2} \frac{(cL_k)^{2k}}{L_k^2}$$

By the proof of Proposition 3.2, $(\sum_{j=1}^k |u_j - v_j|^2)^{1/2} \leq \sqrt{2}\|P_E - P_F\|_{HS}$. In the general case, if $F^\perp \cap E := E_0$ then we can write $E = E_0 \oplus E_1$ with $E_1 \cap F^\perp = 0$. Choose an orthonormal basis of $E_0$ and proceed as in the previous case. \qed

**Theorem 3.5** (Concentration of measure, [MS]). There exist absolute constants $c_1, c_2 > 0$ such that

i) For every $A \subset G_{n,k}$ and every $\delta > 0$

$$\mu(A) \geq 1 - \frac{c_1}{\mu(A)} \exp \left(-c_2\delta^2 n\right)$$

where $A_\delta = \{E \in G_{n,k}; \exists F \in A, d_5(E, F) \leq \delta\}$

ii) For $f: G_{n,k} \to \mathbb{R}$ a Lipschitz function with Lipschitz constant $\sigma$, that is $|f(E) - f(F)| \leq \sigma d_5(E, F)$,

$$\mu \{ E \in G_{n,k}; |f(E) - E(f)| \leq a \} \geq 1 - c_1 \exp \left(-c_2\sigma^2 n\right)$$

Remark 3.6. If $d, \tilde{d}$ are two distances on $G_{n,k}$ such that $d \leq M\tilde{d}$ for some $M > 0$ then a concentration inequality for $\tilde{d}$ with bound $c_1 \exp \left(-c_2\delta^2 n\right)$ implies one for $d$ with bound $c_1 \exp \left(-c_2\delta^2 n\right)$. Similarly for Lipschitz functions. It is then possible to state concentration inequalities for the different distances (Proposition 3.2) on $G_{n,k}$.

The last main ingredient of the section is
**Theorem 3.7.** [Kl2]. Let $K \subset \mathbb{R}^n$ be an isotropic convex body. Then,

$$(3.11) \quad \left| \{ x \in K : \left| x - \sqrt{n}L K \right| > t \sqrt{n}L K \} \right|_n \leq c \exp(-Cn^\alpha t^\beta)$$

for all $0 \leq t \leq 1$ and $\alpha = 0.33, \beta = 3.33$.

It was proved by [So] (with sharp exponents $\alpha$ and $\beta$) for normalized unit balls of $\ell_p^n$, $1 \leq p$ and in full generality in [Kl2].

As an application of the results in this section we show the announced

**Theorem 3.8.** Let $K \subset \mathbb{R}^n$ isotropic. For all $\varepsilon > 0$, $1 \leq k \leq \frac{\varepsilon \log n}{(\log \log n)^2}$, the set $A$ of subspaces $E \in G_{n,k}$ such that

$$\frac{1 - \varepsilon}{\sqrt{2\pi L_K}} \leq |E^\perp \cap K|^{1/k} \leq \frac{1 + \varepsilon}{\sqrt{2\pi L_K}}$$

holds, has probability $\mu(A) \geq 1 - c_1 \exp(-c_2 n^{0.9})$.

**Proof.** Consider the function $f : G_{n,k} \to \mathbb{R}$, $f(E) = |E^\perp \cap K|^{1/k}$. By Proposition 3.3 and Theorem 3.5 we have

$$\mu \{ E \in G_{n,k} : |f(E) - \mathbb{E}(f)| \leq \varepsilon \mathbb{E}(f) \} \geq 1 - c_1 \exp\left( -\frac{c_2 L_n^2 \mathbb{E}(f)^2 \varepsilon^2 n}{(L_k)^{2k}} \right)$$

On the other hand, Theorem 3.5 in [BB] and Theorem 3.7 readily imply

$$\left| \frac{\int_{G_{n,k}} F_K(t, E) d\mu(E)}{\Gamma_k^k(t)} - 1 \right| \leq \frac{c_1}{n^{0.09}} \quad \forall t \geq 0$$

Taking limits as $t \to 0$ (see Corollary 3.6 in [BB]) yields

$$\left| \frac{\mathbb{E}(f)}{\sqrt{2\pi L_K}} - 1 \right| \leq \frac{c_1}{n^{0.09}} \left( \frac{\varepsilon}{3} \right)$$

By the triangle inequality

$$\left| \frac{f(E)}{\mathbb{E}(f)} - 1 \right| \leq \left| \frac{f(E)}{\mathbb{E}(f)} - \frac{\mathbb{E}(f)}{\mathbb{E}(f)} \right| + \left| \frac{\mathbb{E}(f)}{\mathbb{E}(f)} - 1 \right|$$

So, if $\left| \frac{f(E)}{\mathbb{E}(f)} - 1 \right| \leq \frac{\varepsilon}{3}$, then $\left| \frac{f(E)}{\mathbb{E}(f)} - 1 \right| \leq (1 + \frac{\varepsilon}{3})^2 + \frac{\varepsilon}{3} \leq \varepsilon$ and conclude, using also $L_k \leq c k^{1/4}$

$$\mu \{ E \in G_{n,k} : \left| f(E) - \frac{1}{\sqrt{2\pi L_K}} \right| \leq \frac{\varepsilon}{\sqrt{2\pi L_K}} \} \geq \mu \{ E \in G_{n,k} : |f(E) - \mathbb{E}(f)| \leq \frac{\varepsilon}{3} \mathbb{E}(f) \} \geq 1 - c_1 \exp\left( -\frac{c_2 \varepsilon^2 n}{k^{k/2}} \right)$$
The hypothesis on \( k \) implies \( \varepsilon \geq \frac{(\log \log n)^2}{\log n} \) and \( k^{k/2} \ll n^{0.1} \), so

\[
\mu \{ E \in G_{n,k} : |f(E) - \frac{1}{(\sqrt{2\pi} L_K)^k}| \leq \frac{\varepsilon}{\sqrt{2\pi} L_K} \} \geq 1 - c_1 \exp(-c_2 n^{0.9})
\]

4. The isotropy constant of high dimensional sections

The purpose of this section is to show that for any convex body \( K \) in \( \mathbb{R}^n \) there exists a high dimensional section that its isotropic constant is bounded (up to a logarithmic to the dimension factor). In particular:

**Proposition 4.1.** For every symmetric convex body \( K \) in \( \mathbb{R}^n \) and \( k \leq (1 - \frac{1}{\log n}) n \), there exists an \( F \in G_{n,k} \) such that

\[
L_K \cap F \leq c(\log k)^{1/2} \log \log k
\]

where \( c > 0 \) is a universal constant.

**Proof.** We will make use of the following fact that is a particular version of a result by Pisier, see [P], Chapter 7:

Let \( 0 < p < 2 \). There exists a linear map \( u : \ell^2_2 \to (\mathbb{R}^n, \| \cdot \|_K) \) and universal constants \( c, c' > 0 \) such that for all \( 1 \leq k \leq n \),

- \( c_k(u^{(-1)}) \leq \frac{c}{\sqrt{2-p}}(\frac{n}{k})^{1/p} \)
- \( \log N(u(B^2_2), tK) \leq \left( \frac{c'}{\sqrt{2-p}} \right)^{p n} \cdot \forall \ t \geq \frac{c'}{\sqrt{2-p}} \)

where \( c_k(u^{(-1)}) = \inf\{\|u^{-1}|_S\| : \text{codim}(S) < k \} \) are the Gelfand numbers of \( u^{-1} \) and \( N(K, L) = \inf\{N \in \mathbb{N} \mid \exists x_1, \ldots, x_N, K \subset \cup_i^{N}(x_i + L) \} \) is the covering number of \( K \) by \( L \).

Let \( K \) be of volume 1. Define \( K_1 := |\det(u)|^{1/n} u^{-1}(K) \), also of volume 1, that is, we take \( K_1 \) into the so called Milman’s position.

By definition of covering number and \( t = \frac{c'}{\sqrt{2-p}} \) we have \( N(u(B^2_2), tK) \leq e^n \) and so

\[
|u(B^2_2)|_n = |\det(u)| \omega_n \leq \left( \frac{c'}{\sqrt{2-p}} \right)^{n} e^n
\]

Thus, by the estimate \( \omega_n^{-1/n} \sim \sqrt{n} \),

\[
|\det(u)|^{1/n} \leq \frac{c' \sqrt{n}}{\sqrt{2-p}}
\]

On the other hand, since in particular \( c_1(u^{-1}) \leq \frac{c}{\sqrt{2-p}} n^{1/p} \), we have

\[
|u^{-1}(x)| \leq \frac{c}{\sqrt{2-p}} n^{1/p} \quad \forall \ x \in K
\]

or equivalently, \( u^{-1}(K) \subset \frac{c}{\sqrt{2-p}} n^{1/p} B^2_2 \).

Therefore the two estimates above yield

\[
(4.12) \quad K_1 \subset \frac{c_1}{\sqrt{2-p}} n^{1/2} B^2_2 \quad \text{or equivalently} \quad R(K_1) \leq \frac{c_1}{\sqrt{2-p}} n^{\frac{1}{2} + \frac{3}{4}}
\]
Now, by definition of Gelfand numbers, there exists a subspace $S$ of codimension $< k$ such that
\[ |u^{-1}(x)| \leq \frac{c}{\sqrt{2-p}} \left( \frac{n}{k} \right)^{1/p} \quad \forall \ x \in K \cap S \]
and so it follows (be the definition of $K_1$) that for every $1 \leq k \leq n$, there exists a subspace $F \in G_{n,k}$ such that
\begin{equation}
(4.13) \quad R(K_1 \cap F) \leq c_2 \sqrt{n} \left( \frac{n}{n-k} \right)^{1/p}
\end{equation}
Also, for any $F \in G_{n,k}$ we have that (see [Pa1])
\[
\frac{1}{|K_1 \cap F|^{1 \over k-\varepsilon}} \leq \hat{c} \frac{L(K_1, F^\perp)}{L(B_{n-k+1}(K_1, F^\perp))}
\]
where $L^2(C) := \frac{1}{n} \int_C |x|^2 dx$ and $L^2(K, F) := \frac{1}{k} \int_K |P_F(x)|^2 dx$. We have that $L(C) \geq L_C \geq L_{D_n}$ (see [MP]).

So,
\[
\frac{1}{|K_1 \cap F|^{1 \over k-\varepsilon}} \leq c_3 \frac{R(P_{F^\perp}(K_1))}{\sqrt{n-k}} \leq c_3 \frac{R(K_1)}{\sqrt{n-k}}
\]
Let $k = n \frac{\log(n+2)}{1+\log(n+2)}$ or $\frac{n-k}{k} = \frac{1}{\log(n+2)}$. Then if $F$ is as before we have
\[
kL^2_{K_1 \cap F} \leq kL(K_1 \cap F)^2 = \frac{1}{|K_1 \cap F|^{1 \over k-\varepsilon}} \int_{K_1 \cap F} |x|^2 dx \leq
\]
\[
\frac{\int_{K_1 \cap F} |x|^2 dx}{|K_1 \cap F|^{1 \over k}} \left( \frac{1}{|K_1 \cap F|^{1 \over k-\varepsilon}} \right)^{2 \over 1-\varepsilon} \leq R^2(K_1 \cap F) \left( c_3 \frac{R(K_1)}{\sqrt{n-k}} \right)^{2 \over \log(n+2)}
\]
or, using the inequalities (4.12) and (4.13)
\[
L^2_{K_1 \cap F} \leq c_4 \frac{n}{k(2-p)^2} \left( \frac{n}{n-k} \right)^{2/p} \left( \frac{c_1 n n \frac{2}{p}}{n-k 2-p} \right)^{1 \over \log(n+2)}
\]
By taking $p = 2 - \frac{1}{\log \log n}$ and the choice of $k$ we have \( \frac{n}{k} \sim 1, \frac{n}{n-k} \sim \log n \) and \( \frac{2}{p} = 1 + O(\frac{1}{\log \log n}) \), so
\[
L^2_{K_1 \cap F} \leq c_4 \log n(\log \log n)^2
\]
For any $T \in GL(n)$ we have $TK \cap F = T(K \cap T^{-1}F)$. So we have proved that for every $K$ in $\mathbb{R}^n$ there exists a subspace of dimension $(1 - \frac{1}{\log(n+2)})n$ such that
\[
L_{K \cap F} \leq c_5 (\log n)^{1/2} \log \log n
\]
Let $1 \leq k \leq (1 - \frac{1}{\log(n+2)})n$. Let $\lambda \in (0, 1]$ so that $k = (1 - \frac{1}{\log(\lambda n+2)})\lambda n$ (note that $k \sim \lambda n$). If $E \in G_{n, \lambda n}$ and $K_0 = K \cap E$ then there exists $F \in G_{n,k}$ such that

$$L_{K \cap F} = L_{K_0 \cap F} \leq c_5(\log \lambda n)^{1/2} \log \log \lambda n \sim (\log k)^{1/2} \log \log k$$

\[\square\]
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