ASYMPTOTIC ANALYSIS OF UPWIND DISCONTINUOUS GALERKIN APPROXIMATION OF THE RADIATIVE TRANSPORT EQUATION IN THE DIFFUSIVE LIMIT
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Abstract. We revisit some results from M. L. Adams [Nucl. Sci. Engrg., 137 (2001), pp. 298–333]. Using functional analytic tools we prove that a necessary and sufficient condition for the standard upwind discontinuous Galerkin approximation to converge to the correct limit solution in the diffusive regime is that the approximation space contains a linear space of continuous functions, and the restrictions of the functions of this space to each mesh cell contain the linear polynomials. Furthermore, the discrete diffusion limit converges in the Sobolev space $H^1$ to the continuous one if the boundary data is isotropic. With anisotropic boundary data, a boundary layer occurs, and convergence holds in the broken Sobolev space $H^s$ with $s < 1/2$ only.
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1. Introduction. The purpose of the present paper is to analyze the upwind discontinuous Galerkin (DG) approximation of the radiative transport equation in the diffusive limit. We focus our attention on the distinguished limit $\lim_{h \to 0} \lim_{\varepsilon \to 0}$, where $h$ is the mesh size and $\varepsilon$ is the nondimensional mean free path length. This limit corresponds to approximating the radiative transport equation on meshes that are such that $h \gg \varepsilon$; i.e., the approximate solutions are underresolved with respect to the mean free path length. This problem has been addressed in the groundbreaking paper [1] using formal asymptotic analysis. We revisit [1] using a functional analytic point of view and thereby rigorously justify some of the conclusions in [1]. More precisely we prove that the upwind DG method has the following properties when $h \gg \varepsilon$:

1. In the limit of vanishing mean free path length, the upwind DG method yields a mixed discretization of the diffusion equation with a continuous primal variable (see Theorem 4.4 and Corollary 4.5).

2. If the incoming flux is isotropic, the upwind DG scheme approximates the diffusion solution well if and only if the approximation space contains a space of continuous functions that are at least linear on each mesh cell. The upwind DG solution converges to the diffusion solution in $H^1$ (there is no boundary layer), as stated in Theorem 5.3.

3. If the incoming flux is not isotropic, a boundary layer effect occurs. Nevertheless, provided the approximation space contains a subspace of continuous
functions that are at least linear on each mesh cell, the interior solution approximates the correct limit. See the $H^s$-estimate in Lemma 5.2, $s \in [0, \frac{1}{2})$, and the $L^2$-convergence result in Theorem 5.4.

4. Piecewise constant approximation is not appropriate for radiative transport in optically thick materials, since the approximate solution becomes globally constant; i.e., the upwind DG approximation locks in this case (see Corollary 4.5 and Remark 5.2).

These statements, minus the convergence estimates in Sobolev spaces, have already been made in [1] using heuristic asymptotic arguments.

The paper is organized as follows: The continuous problem and the discrete DG settings together with notation are introduced in section 2. The formal asymptotic analysis of the DG approximation is performed in section 3 under the assumption that the nondimensional mean free path goes to zero. This section reproduces more or less the heuristic arguments from [1, 10]. The material in section 3 is not new, but it makes the paper self-contained and introduces intuitive concepts that are useful to understand the functional analytic arguments of section 4. We perform the asymptotic analysis of the upwind DG approximation in section 4 using functional analysis. The limit discrete problem obtained formally in section 3 and rigorously in section 4 is analyzed in section 5, and its limit as $h \to 0$ is investigated; various convergence issues are sorted out therein. In particular we investigate a boundary layer effect mentioned in [1, 9]; we characterize this effect by proving new convergence estimates in the fractional Sobolev spaces $H^s$ with $s \in [0, \frac{1}{2})$.

The main results of the paper are Theorem 4.4, Corollary 4.5, Lemma 5.2, and Theorems 5.3 and 5.4. To the best of our knowledge, the results stated in Lemma 5.2 and Theorems 5.3 and 5.4 are original.

2. Setting of the problem.

2.1. The transport equation. Let $D$ be a bounded, open, Lipschitz domain in $\mathbb{R}^3$, and let $S^2$ be the unit sphere is $\mathbb{R}^3$. The boundary of $D$ is denoted by $\partial D$, and the outer unit normal on $\partial D$ is denoted by $n$. The influx boundary is defined by

$$\Gamma_-(D) := \{(\Omega, x) \in S^2 \times \partial D \mid \Omega \cdot n(x) < 0\}.$$

We consider a scaled version of the transport equation:

$$\begin{align*}
\Omega \cdot \nabla \psi(\Omega, x) + \sigma(x) \psi(\Omega, x) - \left(\frac{\sigma(x)}{\varepsilon} - \varepsilon \sigma_a(x)\right) \overline{\psi}(x) &= \varepsilon q(x) \quad \text{in } S^2 \times D, \\
\psi(\Omega, x) &= \alpha(\Omega, x) \quad \text{on } \Gamma_-(D),
\end{align*}$$

where the independent variables $(\Omega, x)$ span $S^2 \times D$. The dependent variable $\psi(\Omega, x)$ is referred to as the angular intensity. The averaging operator with respect to the angular variable is defined by

$$\overline{\psi}(x) := \frac{1}{4\pi} \int_{S^2} \psi(x, \Omega) d\Omega.$$

The data are the source term $q(x)$ and the boundary value $\alpha(\Omega, x)$. We refer to $\sigma(x)$ and $\sigma_a(x)$ as the total cross section and the absorption cross section, respectively. To avoid degeneracy we assume that the total cross section and the absorption cross
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section are uniformly positive:

\begin{align}
\inf_{x \in D} \sigma(x) &> 0, \\
\inf_{x \in D} \sigma_a(x) &> 0.
\end{align}

The parameter \( \varepsilon \) measures the extent to which the problem is diffusive. The limit \( \varepsilon \to 0 \) corresponds to the ratio of the mean free path of the particles to the diameter of \( D \) going to zero. In this regime the media becomes optically thick and is dominated by scattering.

The objective of this paper is to study the behavior of the approximation of (2.1) using a standard upwind DG approximation as \( \varepsilon \) goes to zero. More specifically, we investigate what happens when the nondimensional characteristic mesh size is significantly larger than \( \varepsilon \).

2.2. The discrete setting. The approximation setting is obtained by tensoring an approximation space for the space domain \( D \) and an approximation space for the unit sphere \( S^2 \).

2.2.1. Space discretization. Let \( \mathcal{T}_h \) be a subdivision of \( D \) into disjoint (open) cells \( K \) such that the closure of \( D \) is equal to \( \bigcup_{K \in \mathcal{T}_h} \overline{K} \). The meshes are assumed to be affine to avoid unnecessary technicalities; i.e., \( D \) is assumed to be a polyhedron. The diameter of \( K \in \mathcal{T}_h \) is denoted by \( h_K \), and we set \( h = \max_{K \in \mathcal{T}_h} h_K \). We suppose that we have at hand a family of meshes \( \{ \mathcal{T}_h \}_{h>0} \) and that this family is uniformly shape-regular. We also assume that the mesh is quasi-uniform; i.e., there is \( c > 0 \) so that

\begin{equation}
ch \leq h_K \leq h \quad \forall K \in \mathcal{T}_h.
\end{equation}

This hypothesis is used when invoking inverse inequalities. It could be avoided by localizing the inverse estimate arguments, but we shall refrain from doing so to steer clear of unnecessary technicalities.

We denote by \( \mathcal{F}_h^i \) the set of interior faces (also called interfaces). For \( F \in \mathcal{F}_h^i \), we denote by \( K_1(F) \) and \( K_2(F) \) the two cells so that \( F = \overline{K_1(F)} \cap \overline{K_2(F)} \). For any point \( x \) on \( F \) we denote by \( n_1(x) \) and \( n_2(x) \) the unit normal vectors on \( F \) that point toward \( K_2(F) \) and \( K_1(F) \), respectively. Although the ordering of \( K_1(F) \) and \( K_2(F) \) is arbitrary, nothing that is said hereafter depends on the choice that is made.

The set of faces on \( \partial D \) is denoted \( \mathcal{F}_h^\partial \). For any \( F \in \mathcal{F}_h^\partial \), the cell \( K \in \mathcal{T}_h \) which is such that \( F = \overline{K} \cap \partial \Omega \) is denoted \( K_1(F) \). For any point \( x \) on \( F \), the unit normal vector at \( x \) that points outward is denoted \( n_1(x) \). Finally, we set \( \mathcal{F}_h = \mathcal{F}_h^i \cup \mathcal{F}_h^\partial \).

We define a discontinuous approximation space based on the mesh \( \mathcal{T}_h \) as follows:

\begin{equation}
\mathcal{D}_h = \{ v_h \in L^2(\Omega) ; \forall K \in \mathcal{T}_h, v_h|_K \in P_K \},
\end{equation}

where \( P_K \) is a finite-dimensional function space on the cell \( K \). We assume henceforth that the derivatives of functions in \( P_K \) stay in \( P_K \); i.e.,

\begin{equation}
\partial_i p \in P_K, \quad \forall i = 1, 2, 3, \quad \forall p \in P_K, \quad \forall K \in \mathcal{T}_h.
\end{equation}

Note that (2.7) holds when \( P_K \) is a polynomial space.

We define the subspace of \( \mathcal{D}_h \) composed of the functions that are continuous:

\begin{equation}
\mathcal{C}_h = \mathcal{D}_h \cap C^0(\overline{D}).
\end{equation}
For every continuous function $\beta$ on $\partial D$, we set

$$C_{h,\beta} = \{ \varphi \in C_h; \varphi|_{\partial D} = \beta \}. $$

$C_{h,\beta}$ is an affine space in general and a linear subspace of $C_h$ when $\beta$ is zero.

Let $D(h) = H^1(D) + D_h$. Since every function $v$ in $D(h)$ has a two-valued trace on $F \in F_h$, we set

$$v_1(x) = \lim_{y \to x, y \in K_1(F)} v(y), \quad v_2(x) = \lim_{y \to x, y \in K_2(F)} v(y), \quad \text{for a.e. } x \in F,$$

$$[v] = v_1 - v_2, \quad \{v\} = \frac{1}{2}(v_1 + v_2), \quad \text{a.e. on } F.$$

### 2.2.2. Angular discretization.

The angular discretization is done using finite elements in angle and the Galerkin method. We define a mesh on the unit sphere $S^2$, and we denote by $S_h$ the finite-dimensional space composed of scalar-valued functions that are piecewise polynomial on this mesh. Henceforth, all integrals over $S^2$ are assumed to be evaluated exactly.

By this choice, energy conservation holds automatically. The only requirement we make on the discrete space $S_h$ is that it contains the constant function of the angle variable:

$$1 \in S_h \quad \forall h > 0.$$

As an example, consider the discretization used in [8]: we partition $S^2$ into a triangular mesh obtained by projecting an icosahedron (or refinements of an icosahedron) onto the sphere. On each spherical triangle, we choose constant shape functions. Since the area of each spherical triangle is analytically computable, we can evaluate all integrals exactly. By taking the same constant on each triangle, condition (2.12) holds trivially.

### 2.2.3. Discretization of $S^2 \times D$.

We construct an approximation space for $L^2(S^2 \times D)$ by tensoring $S_h$ and $D_h$:

$$W_h := S_h \otimes D_h, \quad \forall h > 0.$$

### 2.3. The upwind DG approximation.

In this section, we construct an approximation of the solution to (2.1) by using the standard upwind DG method [11, 14].

We start by defining the bilinear form

$$L(v, w) = \sum_{K \in T_h} \int_{S^2 \times K} \left( -v\Omega \nabla w + \frac{\sigma}{\epsilon} wv + \left( \frac{\varepsilon}{\sigma} - \frac{\sigma}{\varepsilon} \right) \nabla w \right) \Omega dx + \sum_{F \in F_h} \int_{S^2 \times F} \Omega n_1 v^+ [w] d\Omega dx + \sum_{F \in F_h} \int_{(\Omega \cdot n) \geq 0} \Omega \cdot n vw d\Omega dx,$$

where the quantity $v^+$ is the so-called upwind flux

$$v^+ = \begin{cases} v_1(\Omega, x) & \text{if } \Omega \cdot n_1(x) > 0, \\ v_2(\Omega, x) & \text{if } \Omega \cdot n_1(x) < 0. \end{cases}$$
After integrating by parts, the bilinear form $\mathcal{L}$ can be rewritten in the following form, which will also prove useful:

\[
(2.16) \mathcal{L}(v, w) = \sum_{K \in \mathcal{T}_h} \int_{S^2 \times K} \left( w \Omega \cdot \nabla v + \frac{\sigma}{\varepsilon} vw + \left( \varepsilon \sigma_a - \frac{\sigma}{\varepsilon} \right) \nabla w \right) \, d\Omega \, dx \\
+ \sum_{F \in \mathcal{F}_h} \int_{S^2 \times F} -\Omega \cdot n_1 [v] w_{\downarrow} \, d\Omega \, dx + \sum_{F \in \mathcal{F}_h} \int_{\{\Omega \cdot n \leq 0\} \times F} |\Omega \cdot n| vw \, d\Omega \, dx,
\]

where the quantity $v_{\downarrow}$ is the downwind flux

\[
(2.17) v_{\downarrow} = \begin{cases} v_2(\Omega, x) & \text{if } \Omega \cdot n_1(x) \geq 0, \\ v_1(\Omega, x) & \text{if } \Omega \cdot n_1(x) < 0. \end{cases}
\]

We also define the linear form

\[
(2.18) \ell(w) = \varepsilon 4\pi \int_D q_w \, dx + \sum_{F \in \mathcal{F}_h} \int_{\{\Omega \cdot n \leq 0\} \times F} |\Omega \cdot n| \alpha w \, d\Omega \, dx.
\]

The discrete DG version of (2.1) that we investigate in the present paper is as follows: Seek $\psi_h \in W_h$ so that the following holds:

\[
(2.19) \mathcal{L}(\psi_h, w) = \ell(w) \quad \forall w \in W_h.
\]

At variance with [1], we do not use quadratures to approximate integrals over $S^2 \times D$. We assume that all the integrals are evaluated exactly. This choice simplifies the presentation without affecting the conclusions in any dramatic way.

3. Formal asymptotic analysis, $\varepsilon \to 0$. In this section we perform the formal asymptotic analysis of the problem (2.19) under the assumption $\varepsilon \to 0$. Rigorous convergence statements are reported in section 4. The reader who is familiar with the formal results from [1, 9] or wants to see the rigorous argument can skip this section and go directly to section 4.

3.1. The continuous problem. Let us focus first on the continuous problem (2.1). The presence of the small parameter $\varepsilon$ suggests the following expansion for $\psi$ (see, e.g., [1, 9] or [5, Chap. XXI, sect. 5]):

\[
(3.1) \psi = \psi^{(0)} + \varepsilon \psi^{(1)} + \varepsilon^2 \psi^{(2)} + o(\varepsilon^2).
\]

The leading-order angular intensity can be shown to be isotropic (here and below, a function is said to be isotropic if it is constant with respect to $\Omega$ and therefore depends on space only) and to satisfy the following diffusion equation:

\[
(3.2a) - \nabla \cdot \left( \frac{1}{3\sigma} \nabla \psi^{(0)} \right) + \sigma_a \psi^{(0)} = q \quad \text{in } D,
\]

\[
(3.2b) \psi^{(0)}(x) = \frac{1}{2\pi} \int_{\Omega \cdot n(x) < 0} W(|\Omega \cdot n(x)|) \alpha(\Omega, x) \, d\Omega \quad \text{on } \partial D,
\]

where $W(\mu) = \frac{\alpha}{2} \mu H(\mu)$ is defined in terms of Chandrasekhar’s $H$-function for isotropic scattering in a conservative medium (see [13] for the asymptotic analysis and [2] for details on the $H$-function). It is shown in [13] that $\lim_{\varepsilon \to 0} \psi = \psi^{(0)}$, and
the convergence is not uniform unless the incident flux is isotropic. The purpose of the present paper is to investigate whether we recover \( \psi^{(0)} \) from (2.1) under the process \( \lim_{h \to 0} \lim_{\varepsilon \to 0} \psi_h \).

Observe that if \( \alpha \) is isotropic, we have

\[
\psi^{(0)}(x) = \frac{1}{2\pi} \alpha(x) \int_{\Omega \cdot n(x) < 0} W(|\Omega \cdot n(x)|) \, d\Omega \\
= \frac{1}{2\pi} \alpha(x) 2\pi \int_0^{\pi/2} W(\cos(\theta)) \sin(\theta) \, d\theta = \alpha(x) \int_0^1 W(\mu) \, d\mu
\]

where we used \( \int_0^1 W(\mu) \, d\mu = 1 \); cf. [2, p. 109].

For further reference we define the following scalar-valued and vector-valued functions:

\[
\begin{align*}
(3.3a) \quad m(x) &= \frac{1}{2\pi} \int_{\Omega \cdot n(x) < 0} \alpha(\Omega, x)|\Omega \cdot n(x)| \, d\Omega, \\
(3.3b) \quad M(x) &= \frac{1}{4\pi} \int_{\Omega \cdot n(x) < 0} \alpha(\Omega, x)|\Omega \cdot n(x)| \, d\Omega.
\end{align*}
\]

Observe that

\[
(3.4) \quad m = \alpha \quad \text{and} \quad M = -\frac{1}{6} \alpha n \quad \text{if} \ \alpha \ \text{is isotropic.}
\]

**Remark 3.1.** We will assume that \( m(x) \) is the trace of a function in \( C_h \); i.e., \( m(x) \) is continuous and piecewise polynomial on the boundary. This assumption is not restrictive. If \( m(x) \) is not the trace of a function in \( C_h \), then we construct an approximation of \( m \), say, \( m_h \), and the rest of the paper is unchanged but for perturbations involving the difference \( m - m_h \). The extra technical consistency terms involving \( m - m_h \) are a distraction we want to avoid.

In the rest of the paper we determine conditions on \( W_h \) and on \( \alpha \) that are sufficient to guarantee that the leading-order of the solution to the discrete problem (2.19) converges to the solution of (3.2).

**3.2. Formal asymptotic on the discrete problem.** Let \( \psi_h \) be the solution to (2.19). Let us assume the following formal expansion for the discrete angular intensity:

\[
(3.5) \quad \psi_h = \psi_h^{(0)} + \varepsilon \psi_h^{(1)} + \varepsilon^2 \psi_h^{(2)} + o(\varepsilon^2).
\]

We now derive the problem solved by the leading term \( \psi_h^{(0)} \).

We proceed as in [1]. After inserting (3.5) into (2.19) and using the representation of \( L \) that involves the upwind flux (2.14), the zeroth order term gives

\[
(3.6) \quad \int_{S^2 \times D} \left( \psi_h^{(0)} - \psi_h^{(0)} \right) w(\Omega, x) \sigma(x) \, d\Omega \, dx = 0 \quad \forall w \in \mathcal{W}_h,
\]
the first-order term gives

$$\sum_{K \in \mathcal{T}_h} \int_{S^2 \times K} \left( -\psi_h^{(0)} \Omega \cdot \nabla w + \left( \psi_h^{(1)} - \bar{\psi}_h^{(1)} \right) \sigma w \right) \, d\Omega \, dx$$

$$+ \sum_{F \in \mathcal{F}_h} \int_{S^2 \times F} \Omega \cdot n_1 \psi_h^{(0)} \uparrow [w] \, d\Omega \, dx + \sum_{F \in \mathcal{F}_h} \int_{\{\Omega \cap \bar{F} \geq 0\} \times F} \Omega \cdot n \psi_h^{(0)} w \, d\Omega \, dx$$

$$= \sum_{F \in \mathcal{F}_h} \int_{\{\Omega \cap \bar{F} \leq 0\} \times F} \left| \Omega \cdot n \right| \alpha w \, d\Omega \, dx \quad \forall w \in \mathcal{W}_h,$$

and the second-order term gives

$$\sum_{K \in \mathcal{T}_h} \int_{S^2 \times K} \left( -\psi_h^{(0)} \Omega \cdot \nabla w + \left( \psi_h^{(2)} - \bar{\psi}_h^{(2)} \right) \sigma w + \sigma w \bar{\psi}_h^{(0)} w \right) \, d\Omega \, dx$$

$$+ \sum_{F \in \mathcal{F}_h} \int_{S^2 \times F} \Omega \cdot n_1 \psi_h^{(1)} \uparrow [w] \, d\Omega \, dx + \sum_{F \in \mathcal{F}_h} \int_{\{\Omega \cap \bar{F} \geq 0\} \times F} \Omega \cdot n \psi_h^{(1)} w \, d\Omega \, dx$$

$$= \int_D 4\pi \rho \varphi \, dx \quad \forall w \in \mathcal{W}_h.$$

In the rest of section 3 we assume that (3.6)–(3.8) define \( \psi_h^{(0)} \), \( \psi_h^{(1)} \), \( \psi_h^{(2)} \). Our goal is to investigate the properties of \( \psi_h^{(0)} \), \( \psi_h^{(1)} \), \( \psi_h^{(2)} \) and see how \( \psi_h^{(0)} \) relates to \( \psi^{(0)} \) as defined by (3.2) when the mesh size \( h \) goes to zero.

A first consequence of (3.6) is the following lemma.

**Lemma 3.1 (isotropy).** \( \psi_h^{(0)} \) is isotropic, provided (2.3) and (2.12) hold.

**Proof.** Owing to (2.12), \( \bar{\psi}_h^{(0)} \) is a member of \( \mathcal{W}_h \). As a result, \( \psi_h^{(0)} - \bar{\psi}_h^{(0)} \) is a member of \( \mathcal{W}_h \). The above observation implies that we can test (3.6) with \( \psi_h^{(0)} - \bar{\psi}_h^{(0)} \), giving \( \| \psi_h^{(0)} - \bar{\psi}_h^{(0)} \|_{L_2(S^2 \times D)} = 0 \). Observing that \( \sigma(x) \, dx \) is a strictly positive measure owing to (2.3), we infer that \( \psi_h^{(0)} = \bar{\psi}_h^{(0)} \in \mathcal{D}_h \), which proves that \( \psi_h^{(0)} \) is isotropic. \( \square \)

The following holds as a consequence of (3.7).

**Lemma 3.2 (continuity).** \( \psi_h^{(0)} \) satisfies the following identity, provided (2.3) and (2.12) hold:

$$\sum_{F \in \mathcal{F}_h} \int_F \left[ \psi_h^{(0)} \right] \| \varphi \| \, dx + \sum_{F \in \mathcal{F}_h} \int_F (\psi_h^{(0)} - m(x)) \varphi \, dx = 0 \quad \forall \varphi \in \mathcal{D}_h,$$

where \( m(x) \) is defined in (3.3a).

**Proof.** Let \( \varphi \) be a member of \( \mathcal{D}_h \); then \( \varphi \) is a member of \( \mathcal{W}_h \) owing to (2.12). We then test (3.7) with \( \varphi \). Owing to the isotropy of \( \psi_h^{(0)} \) (see Lemma 3.1), we have

$$\sum_{K \in \mathcal{T}_h} \int_{S^2 \times K} -\psi_h^{(0)} \Omega \cdot \nabla \varphi \, d\Omega \, dx = \sum_{K \in \mathcal{T}_h} \int_{S^2} -\psi_h^{(0)}(x) \left( \int_{S^2} \Omega \, d\Omega \right) \cdot \nabla \varphi(x) \, dx = 0.$$

Moreover, by the definition of the average intensity \( \overline{\psi}_h^{(1)} \), we also have

$$\sum_{K \in \mathcal{T}_h} \int_{S^2 \times K} \left( \psi_h^{(1)} - \overline{\psi}_h^{(1)} \right) \sigma \varphi \, d\Omega \, dx = \sum_{K \in \mathcal{T}_h} \int_{S^2} \left( \int_{S^2} \psi_h^{(1)} \, d\Omega - 4\pi \overline{\psi}_h^{(1)} \right) \sigma \varphi \, dx = 0.$$
We treat the flux terms in the left-hand side of (3.7) as follows:

\[
\sum_{F \in \mathcal{F}_h} \int_{S^2 \times F} \Omega \cdot n \psi_h^{(0)} [\varphi] \, d\Omega \, dx + \sum_{F \in \mathcal{F}_h} \int_{\{\Omega \cdot n \geq 0\} \times F} \Omega \cdot n \psi_h^{(0)} \varphi \, d\Omega \, dx
\]

\[
= \sum_{F \in \mathcal{F}_h} \int_F \left( \int_{\Omega \cdot n_1 \geq 0} |\Omega \cdot n_1| \, d\Omega \right) \left( \psi_h^{(0)} - \psi_h^{(0)}_{I_2} \right) [\varphi] \, dx
\]

\[
+ \sum_{F \in \mathcal{F}_h} \int_F \left( \int_{\Omega \cdot n \geq 0} |\Omega \cdot n| \, d\Omega \right) \psi_h^{(0)} \varphi \, dx
\]

\[
= \sum_{F \in \mathcal{F}_h} \pi \int_F [\psi_h^{(0)}] [\varphi] \, dx + \sum_{F \in \mathcal{F}_h} \pi \int_F \psi_h^{(0)} \varphi \, dx.
\]

Using the definition of \( m \) in (3.3a), the right-hand side in (3.7) gives

\[
\sum_{F \in \mathcal{F}_h} \int_{\{\Omega \cdot n \geq 0\} \times F} |\Omega \cdot n| \alpha \varphi \, d\Omega \, dx = \sum_{F \in \mathcal{F}_h} \pi \int_F m \varphi \, dx.
\]

Combining the above computations gives the desired result. \( \square \)

**Corollary 3.3.** Assume that (2.3) and (2.12) hold. If \( m \) is the restriction over \( \partial D \) of a function in \( \mathcal{C}_h \), then \( \psi_h^{(0)} \in \mathcal{C}_h \) with boundary values equal to \( m \).

**Proof.** Since we assume \( m \) is a trace of a function in \( \mathcal{C}_h \), we can choose a lifting \( l_h(m) \in \mathcal{C}_h \) such that \( l_h(m) = m \) on \( \partial D \). Then (3.9) implies

\[
\sum_{F \in \mathcal{F}_h} \int_F [\psi_h^{(0)} - l_h(m)] [\varphi] \, dx + \sum_{F \in \mathcal{F}_h} \int_F (\psi_h^{(0)} - l_h(m)) \varphi \, dx = 0 \quad \forall \varphi \in \mathcal{D}_h.
\]

Taking \( \varphi = \psi_h^{(0)} - l_h(m) \) in the above equation yields

\[
\int_F [\psi_h^{(0)} - l_h(m)]^2 \, dx = \int_F [\psi_h^{(0)}]^2 \, dx = 0 \quad \forall F \in \mathcal{F}_h^1,
\]

\[
\int_F (\psi_h^{(0)} - l_h(m))^2 \, dx = 0 \quad \forall F \in \mathcal{F}_h^2
\]

which proves the corollary. \( \square \)

**Remark 3.2.** When \( m = 0 \), we can take \( l_h(m) = 0 \), and Corollary 3.3 applies by assuming only that (2.3) and (2.12) hold. If \( m \) is not the trace of a function in \( \mathcal{C}_h \), then the boundary value of \( \psi_h^{(0)} \) can be shown to be close to a suitable approximation of \( m \); see Remark 3.1.

**3.3. The limit problem.** We now construct the problem solved by \( \psi_h^{(0)} \). We start with a standard technical result.

**Lemma 3.4.** The following holds for all vectors \( a \) and \( b \) in \( \mathbb{R}^3 \):

\[
(3.10) \quad \int_{S^2} (\Omega \cdot a) (\Omega \cdot b) \, d\Omega = \frac{4\pi}{3} a \cdot b.
\]

**Proof.** By observing that on the unit sphere we have \( \Omega = x \) and \( \Omega = n \), where \( x \) is the position vector and \( n \) the unit normal pointing outward, we derive the following:

\[
\int_{S^2} (\Omega \cdot a) (\Omega \cdot b) \, d\Omega = \int_{S^2} (x \cdot a) (n \cdot b) \, d\Omega = \int_{B^3} \nabla \cdot ((x \cdot a) b) \, dx = \frac{4\pi}{3} a \cdot b,
\]

where \( B^3 \) denotes the unit ball in \( \mathbb{R}^3 \). \( \square \)
Let us define the vector field
\begin{equation}
J_h^{(0)}(x) = \int_{S^2} \psi_h^{(1)}(\Omega, x) \, d\Omega.
\end{equation}

Due to the tensor product structure of the discretization, each component of the vector field $J_h^{(0)}$ is a member of $D_h$; i.e., $J_h^{(0)} \in D_h^3$.

We make the following assumption on the discrete setting $S_h$:
\begin{equation}
\text{the map } S^2 \ni \Omega \mapsto \Omega \in \mathbb{R}^3 \text{ belongs to } S_h.
\end{equation}

Remark 3.3. Assumption (3.12) is quite restrictive. For instance, it does not hold if $S_h$ is composed of piecewise constant functions, which is a commonly used approximation in practice. We explain in Appendix A how this hypothesis can be removed, and we show that the conclusions of this and the following sections hold up to minor nonessential modifications. We retain assumption (3.12) in the rest of the paper, since it significantly simplifies the notation and keeps us focused on the essential.

Lemma 3.5. Assume that (2.3), (2.12), and (3.12) hold. The fields $\psi_h^{(0)} \in C_{h,m}$ and $J_h^{(0)} \in D_h^3$ solve the following equations for all $\varphi \in C_{h,0}$ and for all $\omega \in D_h^3$:
\begin{align}
(3.13a) & \quad \sum_{K \in T_h} \int_K \left( -J_h^{(0)} \nabla \varphi + 4\pi \sigma_a \psi_h^{(0)} \varphi \right) \, dx = \sum_{K \in T_h} \int_K 4\pi q \varphi \, dx, \\
(3.13b) & \quad \sum_{K \in T_h} \int_K \left( \frac{4\pi}{3} \nabla \psi_h^{(0)} + \sigma J_h^{(0)} \right) \cdot \omega \, dx = \sum_{F \in F_h^0} \int_F 4\pi \left( \frac{1}{6} mn + M \right) \omega \, dx.
\end{align}

Proof. We proceed in three steps.

Step 1. Due to Corollary 3.3, the hypotheses (2.3) and (2.12) imply that $\psi_h^{(0)}$ is in $C_{h,m}$. That $J_h^{(0)}$ belongs to $D_h^3$ has already been established above.

Step 2. Let us test (3.8) using an isotropic test function $\varphi \in D_h$. The first term inside the summation over the mesh elements gives
\begin{equation}
\int_{S^2 \times K} -\psi_h^{(1)} \nabla \varphi \, d\Omega \, dx = \int_K -\left( \int_{S^2} \psi_h^{(1)} \Omega \, d\Omega \right) \cdot \nabla \varphi \, dx = \int_K -J_h^{(0)} \cdot \nabla \varphi \, dx.
\end{equation}

The two terms involving $\psi_h^{(2)}$ and $\omega^{(2)}$ cancel each other, owing to the definition of the average intensity $\overline{\psi_h^{(2)}}$. The fourth term involving $\sigma a \overline{\psi_h^{(0)}} \varphi$ gives
\begin{equation}
\int_{S^2 \times K} \sigma a \overline{\psi_h^{(0)}} \varphi \, d\Omega \, dx = \int_K 4\pi \sigma a \overline{\psi_h^{(0)}} \varphi \, dx.
\end{equation}

We now restrict the test functions to those that are continuous and zero at the boundary of $D$, i.e., we pick $\varphi$ in $C_{h,0}$ (see definition (2.9)); as a result the boundary integrals in (3.8) are zero. The right-hand-side in (3.8) gives
\begin{equation}
\int_{D} q 4\pi \varphi \, dx = 4\pi \int_{D} q \varphi \, dx.
\end{equation}

By combining the above results, we finally infer that when (3.8) is tested with functions $\varphi$ in $C_{h,0}$, the following holds:
\begin{equation}
\sum_{K \in T_h} \int_K \left( -J_h^{(0)} \cdot \nabla \varphi + 4\pi \sigma_a \overline{\psi_h^{(0)}} \varphi \right) \, dx = \sum_{K \in T_h} \int_K 4\pi q \varphi \, dx,
\end{equation}
which is (3.13a).
Step 3. Let us now test (3.7) using \( w(\Omega, x) = \varphi(x)\Omega e_i \), with \( \varphi(x) \) being an arbitrary function in \( D_h \). Note that \( w \) is a legitimate test function, owing to the hypothesis (3.12). Let us observe first that after integration by parts, (3.7) can be rewritten as follows (see also (2.16)):

\[
\sum_{K \in T_h} \int_{S^2 \times K} \left( \Omega \nabla \psi_h^{(0)} + \psi_h^{(1)} - \overrightarrow{\psi_h^{(1)}} \right) w \, d\Omega \, dx + \sum_{F \in F_h^0} \int_{\Omega-n \leq 0 \times F} \Omega \cdot n |\psi_h^{(0)}| w \, d\Omega \, dx \\
+ \sum_{F \in F_h^0} \int_{S^2 \times F} -\Omega \cdot n \|\psi_h^{(0)}\| \omega \, d\Omega \, dx = \sum_{F \in F_h^0} \int_{\Omega-n \leq 0 \times F} |\Omega \cdot n| \alpha w \, d\Omega \, dx.
\]

First, using the Einstein summation convention together with (3.10) and \( e_i \cdot e_j = \delta_{ij} \), we infer

\[
\int_{S^2 \times K} w \Omega \nabla \psi_h^{(0)} \, d\Omega \, dx = \int_K \varphi \partial_j \psi_h^{(0)} \, dx \int_{S^2 \Omega} (\Omega \cdot e_j)(\Omega \cdot e_i) \, d\Omega = \frac{4\pi}{3} \int_K \varphi \partial_i \psi_h^{(0)} \, dx.
\]

Second, we compute the contribution of \( \psi_h^{(1)} \):

\[
\int_{S^2 \times K} \left( \psi_h^{(1)} - \overrightarrow{\psi_h^{(1)}} \right) w \sigma \, d\Omega \, dx = \int_{S^2 \times K} \psi_h^{(1)}(\Omega \cdot e_i) \varphi \sigma \, d\Omega \, dx = \int_K (J_h^{(0)} \cdot e_i) \varphi \sigma \, dx.
\]

Third, we take care of the flux terms. Since \( \psi_h^{(0)} \) is a member of \( C_{h,m} \), the flux term in the left-hand side gives

\[
\sum_{F \in F_h^0} \int_F \left( \int_{\Omega-n \leq 0} |\Omega \cdot n| (\Omega \cdot e_i) \, d\Omega \right) m \varphi \, dx = -\frac{2\pi}{3} \sum_{F \in F_h^0} \int_F (n \cdot e_i) m \varphi \, dx.
\]

Similarly, for the flux term in the right-hand side, we have

\[
\sum_{F \in F_h^0} \int_F \left( \int_{\Omega-n < 0} |\Omega \cdot n| (\Omega \cdot e_i) \alpha(\Omega, x) \, d\Omega \right) \varphi \, dx = \sum_{F \in F_h^0} \int_F 4\pi (M \cdot e_i) \varphi \, dx.
\]

We now combine all the above results, and we obtain

\[
\sum_{K \in T_h} \int_K \left( \frac{4\pi}{3} \nabla \psi_h^{(0)} + \sigma J_h^{(0)} \right) \varphi \, dx = \sum_{F \in F_h^0} \int_F 4\pi \left( \frac{1}{6} mn + M \right) e_i \varphi \, dx,
\]

which is (3.13b).

To some extent (3.13) looks like an local discontinuous Galerkin (LDG) approximation of (3.2a); see, e.g., [4]. The flux \( J_h^{(0)} \) is approximated by discontinuous vector-valued functions in \( D_h^3 \), but contrary to most LDG techniques, the primal variable \( \psi_h^{(0)} \) is approximated by continuous functions.

To be able to better analyze the well-posedness of (3.13) we are going to eliminate \( J_h^{(0)} \). For this purpose we make the following simplifying assumption:

\[
\sigma \text{ is constant on each cell of each mesh of the family } \{ T_h \}_{h>0}.
\]

This means that the manifold across which \( \sigma \) might be discontinuous does not cross any mesh element; in other words, the mesh family matches the possible discontinuities of the scalar field \( \sigma \).
We now derive the main result of this section.

**Proposition 3.6.** Assume that (2.3), (2.12), (3.12), and (3.14) hold. Then \( \psi_h^{(0)} \in C_{h,m} \) solves the following problem: for all \( \varphi \in C_{h,0} \),

\[
\int_D \left( \frac{1}{3\sigma} \nabla \psi_h^{(0)} \cdot \nabla \varphi + \sigma_a \psi_h^{(0)} \varphi \right) \, dx = \int_{\partial D} \frac{1}{\sigma} \left( \frac{m}{6} + M \alpha \right) \cdot \partial_n \varphi \, dx + \int_D q \varphi \, dx.
\]

**Proof.** Let \( \varphi \) be a member of \( C_{h,0} \), and set \( \varpi = \nabla \varphi \). Owing to (2.7), \( \varpi \) is a member of \( D^{2,1}_h \); moreover, using the fact that \( \sigma \) is piecewise constant over \( T_h \), \( \frac{1}{\sigma} \varpi \) is again a member of \( D_h^{2,1} \). Using \( \frac{1}{\sigma} \varpi \) as a test function in (3.13b) and making use of (3.13a), we obtain

\[
0 = \sum_{K \in T_h} \int_K \left( \frac{4\pi}{3\sigma} \nabla \psi_h^{(0)} + \sigma_h^{(0)} \right) \cdot \nabla \varphi \, dx - \sum_{F \in F_h^3} \int_F \frac{4\pi}{\sigma} \left( \frac{1}{6} mn + M \right) \cdot \nabla \varphi \, dx
\]

\[
= \sum_{K \in T_h} \int_K \left( \frac{4\pi}{3\sigma} \nabla \psi_h^{(0)} \cdot \nabla \varphi + 4\pi(\sigma_a \psi_h^{(0)} - q) \varphi \right) \, dx
\]

\[
- \sum_{F \in F_h^3} \int_F \frac{4\pi}{\sigma} \left( \frac{1}{6} mn + M \right) \cdot \nabla \varphi \, dx.
\]

Now we observe that for any function \( \varphi \) in \( C_{h,0} \), the tangent component of \( \nabla \varphi \) at the boundary of the domain \( D \) is zero; this means that \( \nabla \varphi = n \partial_n \varphi \). Inserting this information in the above equality yields the desired result. \( \square \)

**4. Rigorous derivation of the limit problem.** The purpose of this section is to rederive rigorously the limit problem (3.15) without invoking the formal expansion (3.1). We now ignore the definitions of \( \psi_{h}^{(0)} \), \( \psi_{h}^{(1)} \), and \( \psi_{h}^{(2)} \) from the previous section. We are going to show in Lemma 4.3 that \( \psi_h \) has an isotropic limit in an appropriate Sobolev space as \( \varepsilon \to 0 \) that we denote by \( \psi_{h}^{(0)} \), i.e.,

\[
(4.1)\quad \psi_{h}^{(0)} := \lim_{\varepsilon \to 0} \psi_{h}.
\]

We show at the end of this section that this limit solves the same limit equation as that already derived in Section 3, which justifies our using the same symbol.

We assume throughout this section that (2.3), (2.12), (3.12), and (3.14) hold and

\[
(4.2)\quad \alpha \in L^2(\Gamma_-(D)).
\]

**4.1. The a priori estimates.** Let us introduce the following discrete semi-norms

\[
(4.3)\quad \|v\|_{j_1}^2 = \sum_{F \in F_h^3} \int_{S^2 \times F} v^2 |\Omega n| \, d\Omega \, dx, \quad \|v\|_{j_2}^2 = \sum_{F \in F_h^3} \int_{S^2 \times F} v^2 |\Omega n| \, d\Omega \, dx,
\]

and let us set \( \|v\|_j^2 := \|v\|_{j_1}^2 + \|v\|_{j_2}^2 \).

We recall the following coercivity property of the bilinear form \( \mathcal{L} \).

**Lemma 4.1 (L^2-coercivity).** The following identity holds for all \( v \in W_h \):

\[
(4.4)\quad \mathcal{L}(v,v) = \frac{1}{\varepsilon^2} \|\sigma \nabla (v - \overline{v})\|_{L^2(S^2 \times D)}^2 + \varepsilon 4\pi \|\sigma a \overline{v}\|_{L^2(D)} + \frac{1}{2}\|v\|_2^2.
\]
Proof. Let us use definition (2.16). The main technicality consists of handling the advection and interface terms, which are dealt with by integration by parts [11]:

\[
\sum_{K \in T_h} \int_{S^2 \times K} \Omega \nabla \tilde{v}^2 \, d\Omega \, dx + \sum_{F \in \mathcal{F}_h} \int_{S^2 \times F} -\Omega \cdot n_1 \tilde{v} \, d\Omega \, dx \\
+ \sum_{F \in \mathcal{F}_h} \int_{\Omega \cdot n \leq 0 \times F} |\Omega \cdot n| \tilde{v}^2 \, d\Omega \, dx \\
= \sum_{F \in \mathcal{F}_h} \int_{S^2 \times F} \Omega \cdot n_1 (\{v\} - v^2) \tilde{v} \, d\Omega \, dx \\
+ \sum_{F \in \mathcal{F}_h} \int_{S^2 \times F} |\Omega \cdot n| \frac{1}{2} \tilde{v}^2 \, d\Omega \, dx = \frac{1}{2} \|\tilde{v}\|^2_2.
\]

Then, after realizing that

\[
\int_D \sigma ||v - \psi||^2_{L^2(S^2)} \, dx = \int_D \sigma (||v||^2_{L^2(S^2)} - 4\pi v^2) \, dx,
\]

the rest of the proof follows easily. \qed

We now deduce a priori estimates that are uniform with respect to \( \varepsilon \) but possibly nonuniform with respect to \( h \); uniformity with respect to \( h \) is dealt with in section 5.

Lemma 4.2. Assume that (2.3)–(2.4) and (4.2) hold. There is \( c(\alpha, q, h) \), uniform with respect to \( \varepsilon \), so that

\[
(4.5) \quad \frac{1}{\varepsilon} \|\psi_h - \psi\|^2_{L^2(S^2 \times D)} \leq \left(1 + \alpha^2 \right) \|\psi_h\|^2_{L^2(D)} + \|\psi_h - m\|^2_1 \leq c(\alpha, q, h) \varepsilon,
\]

where \( c(\alpha, q, h) = c h^{-1} \alpha^2 \|\tilde{v}\|^2_{L^2(D)} + c' \|q\|^2_{L^2(D)} \).

Proof. The idea is to use the \( L^2 \)-coercivity of \( \mathcal{L} \).

Step 1. We define \( \phi_m \in \mathcal{C}_{h,m} \) so that

\[
\|\phi_m\|_{H^1(D)} \leq c \|m\|_{H^1(D)} \leq c' \|h^{-\frac{1}{2}} m\|_{L^2(D)} \leq c'' \|h^{-\frac{1}{2}} \alpha\|_{L^2(\{\Omega \cdot n \leq 0\} \times D)}.
\]

One can construct \( \phi_m \) by taking the Clément [3] or Scott–Zhang [15] interpolant of any \( H^1 \)-lifting of \( m \) (recall that we assumed that \( m \) is the trace of function in \( \mathcal{C}_h \)). Then, using the fact that \( \phi_m \) is continuous and isotropic and using the representation (2.16) for the bilinear form \( \mathcal{L} \), we rewrite (2.19) as follows:

\[
(4.6) \quad \mathcal{L}(\psi_h - \phi_m, w) = \ell(w) - \mathcal{L}(\phi_m, w)
\]

\[
= \varepsilon \int_D 4\pi q v \, dx + \sum_{F \in \mathcal{F}_h} \int_{\Omega \cdot n \leq 0 \times F} \Omega \cdot n (\alpha - \phi_m) w \, d\Omega \, dx \]

\[
- \int_{S^2 \times D} (\Omega \nabla \phi_m + \varepsilon \sigma_q \phi_m) w \, d\Omega \, dx := R_1(w) + R_2(w) + R_3(w),
\]

with obvious notation for the three terms \( R_1, R_2, R_3 \).

Step 2. Now we use \( w = \psi_h - \phi_m \) to test the above equation. Note that \( \psi_h - \phi_m \) is an admissible test function, since \( \psi_h - \phi_m \in \mathcal{C}_{h,0} \). Using (4.4), we infer

\[
(4.7) \quad \frac{1}{\varepsilon} \|\sigma^\frac{1}{2} (\psi_h - \psi_m)\|^2_{L^2(S^2 \times D)} + \varepsilon 4\pi \|\sigma^\frac{1}{2} (\psi_h - \phi_m)\|_{L^2(D)} + \frac{1}{2} \|\psi_h - \phi_m\|^2_2
\]

\[
= R_1(\psi_h - \phi_m) + R_2(\psi_h - \phi_m) + R_3(\psi_h - \phi_m).
\]
The rest of the proof consists of bounding each of the three terms $|R_1(\psi_h - \phi_m)|$, $|R_2(\psi_h - \phi_m)|$, and $|R_3(\psi_h - \phi_m)|$ in the right-hand side.

Step 3. For $R_1$ we have

$$|R_1(\psi_h - \phi_m)| \leq \varepsilon 4\pi \int_D |q(\psi_h - \phi_m)| \, dx \leq c\varepsilon \|q\|_{L^2(D)} \|\frac{1}{\varepsilon}(\chi(\psi_h - \phi_m))\|_{L^2(D)}$$

$$\leq c\varepsilon \|q\|_{L^2(D)} + \varepsilon \pi \|\frac{1}{\varepsilon}(\chi(\psi_h - \phi_m))\|_{L^2(D)}^2.$$

Owing to the definition of $m$, the term $R_2$ can be handled as follows:

$$R_2(\psi_h - \phi_m) := \sum_{F \in \mathcal{F}_h} \int_{\{\Omega \setminus n \leq 0\} \times F} \|\Omega \cdot n\| (\alpha - m)(\psi_h - \phi_m) \, d\Omega \, dx$$

$$= \sum_{F \in \mathcal{F}_h} \int_{\{\Omega \setminus n \leq 0\} \times F} \|\Omega \cdot n\| (\alpha - m)(\psi_h - \bar{\psi}_h) \, d\Omega \, dx.$$

We use an inverse inequality and proceed as follows:

$$|R_2(\psi_h - \phi_m)| \leq \|\alpha - m\|_{L^2(\Omega \setminus n \leq 0 \times \partial D)} \|\psi_h - \bar{\psi}_h\|_{L^2(S^2 \times \partial D)}$$

$$\leq c h^{-\frac{3}{4}} \|\alpha - m\|_{L^2(\Omega \setminus n \leq 0 \times \partial D)} \|\frac{1}{\varepsilon}(\chi(\psi_h - \bar{\psi}_h))\|_{L^2(S^2 \times D)}$$

$$\leq c h^{-\frac{1}{2}} \varepsilon \|\alpha\|_{L^2(\Omega \setminus n \leq 0 \times \partial D)} + \frac{1}{4\varepsilon} \|\frac{1}{\varepsilon}(\chi(\psi_h - \bar{\psi}_h))\|_{L^2(S^2 \times D)}.$$

We handle the third term as follows:

$$R_3(\psi_h - \phi_m) := -\int_{S^2 \times D} (\Omega \cdot \nabla \phi_m + \varepsilon \sigma_a \phi_m) (\psi_h - \phi_m) \, d\Omega \, dx$$

$$= -\int_{S^2 \times D} (\Omega \cdot \nabla \phi_m) (\psi_h - \bar{\psi}_h) \, dx - \int_{S^2 \times D} \varepsilon \sigma_a \phi_m (\bar{\psi}_h - \phi_m) \, dx.$$

This gives

$$|R_3(\psi_h - \phi_m)| \leq c_1 \|\nabla \phi_m\|_{L^2(D)} \|\psi_h - \bar{\psi}_h\|_{L^2(S^2 \times D)} + c_2 \varepsilon \|\phi_m\|_{L^2(D)} \|\bar{\psi}_h - \phi_m\|_{L^2(D)}$$

$$\leq c_1 \varepsilon \|\phi_m\|_{H^1(D)} + \varepsilon \pi \|\frac{1}{\varepsilon}(\chi(\psi_h - \phi_m))\|_{L^2(D)} + \frac{1}{4\varepsilon} \|\frac{1}{\varepsilon}(\chi(\psi_h - \bar{\psi}_h))\|_{L^2(S^2 \times D)}.$$

Step 4. By inserting all the bounds that have been derived above into (4.7) we finally infer

$$\frac{1}{\varepsilon} \|\frac{1}{\varepsilon}(\chi(\psi_h - \bar{\psi}_h))\|_{L^2(S^2 \times D)}^2 + c_1 \varepsilon \|\frac{1}{\varepsilon}(\chi(\psi_h - \phi_m))\|_{L^2(D)}^2 + \|\psi_h - \phi_m\|^2 \leq c(\alpha, q, h) \varepsilon,$$

where $c(\alpha, q, h) = ch^{-\frac{1}{2}} \|\alpha\|_{L^2(\Omega \setminus n \leq 0 \times D)} + c' \|q\|_{L^2(D)}$, and (4.5) follows easily.

Let us define the discrete vector field

$$J_h := \int_{S^2} \epsilon^{-1}(\chi(\psi_h) \Omega) \, d\Omega \in D^3_h.$$

We can now derive the counterparts of Lemma 3.1 and Corollary 3.3.

Lemma 4.3. Assume that (2.3)–(2.4) and (4.2) hold. One can extract from the sequence $(\psi_h)_\varepsilon$ a subsequence that converges in every norm to a function $\psi^{(0)}_h$ in
This means that
\[ \forall \varepsilon > 0 \] when \( \varepsilon \to 0 \). One can also extract from the sequence \((J_h)_{\varepsilon > 0}\) a subsequence that converges in every norm to a function \(J_h^{(0)}\) in \(D_h^1\) when \( \varepsilon \to 0 \).

\textbf{Proof.} From the a priori estimate (4.5), we deduce that \( \|\psi_h\|_{L^2(D)} \leq c(\alpha, q, h)^{1/2} \) and
\[
\|\psi_h\|_{L^2(S^2 \times D)} \leq \|\psi_h - \overline{\psi}_h\|_{L^2(S^2 \times D)} + \|\overline{\psi}_h\|_{L^2(D)} \leq c(\alpha, q, h)^{1/2}(1 + \varepsilon).
\]
Then by compactness of the unit ball in \(W_h\) (recall that \(W_h\) is finite-dimensional), we can extract a subsequence (still denoted by \((\psi_h)_{\varepsilon > 0}\)) so that \(\lim_{\varepsilon \to 0} \psi_h = \psi_h^{(0)}\), where \(\psi_h^{(0)}\) is a member of \(W_h\) and the convergence holds in every norm (recall that the mesh size is fixed for the time being). We also deduce from (4.5) that \(\|\psi_h - \overline{\psi}_h\|_{L^2(D)} \leq c(\alpha, q, h)^{1/2}\varepsilon\), which means
\[
\psi_h^{(0)} = \lim_{\varepsilon \to 0} \psi_h = \lim_{\varepsilon \to 0} \overline{\psi}_h = \overline{\psi_h^{(0)}}.
\]
As a result \(\psi_h^{(0)}\) is isotropic, i.e., \(\psi_h^{(0)} \in D_h\). The estimate (4.5) also implies
\[
\|\psi_h^{(0)}\|_{J_2} + \|\psi_h^{(0)} - m\|_{J_2} = \lim_{\varepsilon \to 0} \|\psi_h\|_{J_2} + \|\psi_h - m\|_{J_2} \leq \lim_{\varepsilon \to 0} c(\alpha, q, h)\varepsilon = 0.
\]
This means that \(\psi_h^{(0)}\) is a member of \(C_{h,m}\).

For the field \(J_h\) we observe that
\[
J_h(x) = \int_{S^2} \frac{1}{\varepsilon} (\psi_h(\Omega, x) - \overline{\psi}_h(x)) \Omega \, d\Omega \quad \forall x \in D.
\]
Then, using the bound (4.5) we infer
\[
\|J_h\|_{L^2(D)} \leq \frac{(4\pi)^{1/2}}{\varepsilon} \|\psi_h - \overline{\psi}_h\|_{L^2(S^2 \times D)} \leq (4\pi c(\alpha, q, h))^{1/2}.
\]
We conclude from the compactness of the unit ball in \(D_h\) (recall that \(D_h\) is finite-dimensional) that we can extract a subsequence (still denoted by \((J_h)_{\varepsilon > 0}\)) so that \(\lim_{\varepsilon \to 0} J_h = J_h^{(0)}\), where \(J_h^{(0)}\) is a member of \(D_h\) and the convergence holds in every norm (recall that the mesh size is fixed for the time being). This concludes the proof.

\textbf{Theorem 4.4.} Assume that (2.3)–(2.4), (2.12), and (4.2) hold. Then \(\psi_h^{(0)} \in C_{h,m}\) and \(J_h^{(0)} \in D_h^1\) solve the following mixed problem:

\begin{align*}
(4.9a) \quad & \sum_{K \in T_h} \int_K (-J_h^{(0)} \nabla \varphi + 4\pi \sigma \psi_h^{(0)} \varphi) \, dx = 4\pi \int_D q \varphi \, dx, \\
(4.9b) \quad & \sum_{K \in T_h} \int_K \left( \frac{4\pi}{3} \nabla \psi_h^{(0)} + \sigma J_h^{(0)} \right) \cdot \varpi \, dx = 4\pi \sum_{F \in F_h} \int_F \left( \frac{1}{6} mn + M \right) \cdot \varpi \, dx
\end{align*}

\(\forall \varphi \in C_{h,0}\) and \(\forall \varpi \in D_h\), respectively.

\textbf{Proof.} We proceed as in the proof of Lemma 3.5.
Step 1. Owing to (2.12), we can take $w = \varepsilon^{-1} \varphi \in C_{h,0}$ to test (2.19). Using the representation (2.14) for the bilinear form $\mathcal{L}$, we obtain

$$
\sum_{K \in \mathcal{T}_h} \int_K (-J_h \nabla \varphi + 4\pi \sigma_\alpha \bar{\psi}_h \varphi) \, dx = 4\pi \int_D q \varphi \, dx.
$$

We can now pass to the limit as $\varepsilon \to 0$ in this equation by using the fact that $J_h \to J_h^{(0)}$ and $\psi_h \to \psi_h^{(0)}$ in every norm in $\mathcal{D}^1_h$ and $C_h$, respectively (see Lemma 4.3).

Step 2. Now we take $w(\Omega, x) = \varphi(x) \Omega \cdot e_i$, $i \in \{1, 3\}$, with $\varphi$ in $\mathcal{D}^1_h$, to test (2.19) where we use the representation (2.16) for $\mathcal{L}$. (See Step 3 in the proof of Lemma 3.5.) For the first term, using the Einstein summation convention together with (3.10) and $e_i \cdot e_j = \delta_{ij}$, we infer

$$
\int_{S^2 \times K} (\Omega \cdot e_i) \varphi \nabla \psi_h \, d\Omega \, dx = \int_K \varphi \int_{S^2} (\Omega \cdot e_j)(\Omega \cdot e_i) \partial_j \psi_h \, d\Omega \, dx \xrightarrow{\varepsilon \to 0} \frac{4\pi}{3} \int_K \varphi \partial_i \psi_h^{(0)} \, dx.
$$

Second, we compute the contribution of the scattering term

$$
\int_{S^2 \times K} \left( (\psi_h - \bar{\psi}_h) \frac{\sigma}{\varepsilon} + \varepsilon \sigma_a \bar{\psi}_h \right) \, w \, d\Omega \, dx = \int_{S^2 \times K} (\psi_h \Omega \cdot e_i) \varphi \frac{\sigma}{\varepsilon} \, d\Omega \, dx
$$

$$
= \int_K (J_h \cdot e_i) \varphi \sigma \, dx \xrightarrow{\varepsilon \to 0} \int_K (J_h^{(0)} \cdot e_i) \varphi \sigma \, dx.
$$

Third, we rewrite the flux term in (2.16) as follows:

$$
\sum_{F \in \mathcal{T}_h} \int_{S^2 \times F} -\Omega \cdot n_1 [\psi_h] w^2 \, d\Omega \, dx + \sum_{F \in \mathcal{T}_h^i} \int_{\{\Omega \cdot n \leq 0\} \times F} |\Omega \cdot n| \psi_h w \, d\Omega \, dx \rightarrow \int_{F \in \mathcal{T}_h^i} \int_F m \varphi \int_{\{\Omega \cdot n \leq 0\}} |\Omega \cdot n| (\Omega \cdot e_i) \, d\Omega \, dx = \sum_{F \in \mathcal{T}_h^i} \frac{2\pi}{3} \int_F m \varphi (n \cdot e_i) \, dx.
$$

For the right-hand side, we have

$$
f(w) \xrightarrow{\varepsilon \to 0} \sum_{F \in \mathcal{T}_h^i} \varphi \int_{\Omega \cdot n \leq 0} |\Omega \cdot n| (\Omega \cdot e_i) \alpha \, d\Omega \, dx = 4\pi \sum_{F \in \mathcal{T}_h} \int_F \varphi M \cdot e_i \, dx.
$$

Putting everything together, we obtain

$$
\sum_{K \in \mathcal{T}_h} \int_K \left( \frac{4\pi}{3} \partial_i \psi_h^{(0)} + \sigma J_h^{(0)} \cdot e_i \right) \varphi \, dx = 4\pi \sum_{F \in \mathcal{T}_h^i} \int_F \left( \frac{1}{6} m n + M \right) \cdot e_i \varphi \, dx.
$$

This concludes the proof.  

We summarize the results of this section in

**Corollary 4.5.** Assume that (2.3)–(2.4), (2.12), (3.12), (3.14), and (4.2) hold. Then

(i) the whole sequences $(\psi_h)_{\varepsilon > 0}$ and $(J_h)_{\varepsilon > 0}$ converge to $\psi_h^{(0)}$ and $J_h^{(0)}$, respectively, as $\varepsilon \to 0$;

(ii) the limits $\psi_h^{(0)}$ and $J_h^{(0)}$ obtained in this section are equal to those formally derived in section 3;

(iii) $\psi_h^{(0)} \in C_{h,m}$ solves (3.15).

**Proof.** The problem (4.9) has a unique solution (see Proposition 5.1 below); therefore, $\psi_h^{(0)}$ and $J_h^{(0)}$ are uniquely defined; as a result, the entire sequence converges to the same limit. Part (ii) is obvious, since (3.13) and (4.9) are the same. Finally, the proof of (iii) is identical to that of Proposition 3.6. 
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5. Analysis of the limit problem (3.15). We have proved in section 4 that the sequence \((\psi_h)_{\varepsilon>0}\) converges to the function \(\psi_h^{(0)} \in C_{h,m}\), solving (3.15) as \(\varepsilon\) goes to zero. The purpose of this section is to study the limit problem (3.15): we discuss well-posedness, convergence properties as the mesh size \(h\) goes zero, and possible incompatibilities on the boundary conditions.

5.1. (Nonuniform) \(H^1\)-well-posedness. To reformulate (3.15) in a more convenient way we introduce the bilinear form

\[
(5.1) \quad b(\phi, \varphi) = \int_D \left( \frac{1}{3 \sigma} \nabla \phi \cdot \nabla \varphi + \sigma a \varphi \right) \, dx
\]

and the linear form

\[
(5.2) \quad r(\varphi) = \int_{D} \frac{1}{\sigma} \left( \frac{m}{6} + M \cdot n \right) \partial_n \varphi \, dx + \int_D q \varphi \, dx.
\]

Then (3.15) consists of finding \(\psi_h^{(0)}\) in \(C_{h,m}\) satisfying

\[
(5.3) \quad b(\psi_h^{(0)}, \varphi) = r(\varphi), \quad \varphi \in C_{h,0}.
\]

**Proposition 5.1.** The discrete problem (3.15) has a unique solution \(\psi_h^{(0)}\), and the following bound holds:

\[
(5.4) \quad \|\psi_h^{(0)}\|_{H^1(D)} \leq \begin{cases} 
 c\|q\|_{H^{-1}(D)} & \text{if } \alpha \text{ is isotropic,} \\
 c(h^{-\frac{3}{2}})(\frac{1}{4}m + M \cdot n) + \|q\|_{H^{-1}(D)} & \text{otherwise.}
\end{cases}
\]

**Proof.** We first observe that, owing to (2.3), the bilinear form \(b\) is coercive and bounded on \(H^1_0(D) \times H^1_0(D)\) uniformly with respect to the mesh size. Moreover, the linear form \(r\) satisfies the following bound:

\[
(5.5) \quad \sup_{\varphi \neq 0} \frac{\int_D r(\varphi) \, dx}{\|\varphi\|_{H^1(D)}} \leq \left( ch^{-\frac{3}{2}} (\frac{1}{4}m + M \cdot n) + \|q\|_{H^{-1}(D)} \right).
\]

Note that, owing to (3.4), \(\frac{1}{4}m + M \cdot n = 0\) if \(\alpha\) is isotropic. The Lax–Milgram lemma implies the desired result. \(\Box\)

5.2. Uniform \(H^s\)-well-posedness. Proposition 5.1 shows that if the incoming flux is not isotropic, the \(H^1\)-norm of \(\psi_h^{(0)}\) is not bounded uniformly as \(h \to 0\). Loss of \(H^1\)-boundedness is symptomatic of a boundary condition incompatibility which manifests itself by a numerical boundary layer. This issue will be explored in more detail in section 5.5. For the time being we want to determine whether uniform stability can be achieved for the solution of (3.15) in a norm which is weaker than that of \(H^1(D)\).

Taking inspiration from [7], we now show that uniform stability holds in \(H^s(D)\) with \(s \in [0, \frac{1}{2})\) under some simplifying assumptions. In particular we now assume that the mesh family \(\{T_h\}_{h>0}\) is such that there is \(c > 0\), uniform with respect to \(h\), so that

\[
(5.6) \quad \inf_{v_h \in C_{h,0}} \|\phi - v_h\|_{H^p(D)} \leq c h^{1-p} \|\phi\|_{H^1(D)}, \quad \forall \phi \in H^1(D), \forall p \in [0, 1], \forall l \in [r, 2],
\]

\[
(5.7) \quad \inf_{v_h \in C_{h,0}} (\|\phi - v_h\|_{L^2(\partial D)} + h \|\partial_n (\phi - v_h)\|_{L^2(\partial D)}) \leq c h^{1-\frac{3}{2}} \|\phi\|_{H^1(D)} \quad \forall l \in [1, 2].
\]
Note that these are standard interpolation estimates in Sobolev spaces with non-
integer derivative order.

**Lemma 5.2.** Assume that (2.3)–(2.4), (2.12), (3.12), (3.14), and (4.2) hold. Assume that $\sigma$ and $\sigma_a$ are constants and that $\Omega$ is a convex polyhedron. Assume that there is $\mu \in (0, \frac{1}{2})$ so that $m \in H^\mu(\partial D)$. Assume that (5.6)–(5.7) hold. Let $\psi_h^{(0)}$ be the solution to (3.15). Then, the following holds for all $s \in [0,1/2)$:

$$
\|\psi_h^{(0)}\|_{H^s(D)} \leq c(\|\alpha\|_{L^2(\Omega; \mu < 0) \times D}) + \|m\|_{H^\mu(\partial D)} + \|q\|_{L^2(D)}).
$$

**Proof.** Since there is $\mu \in (0, \frac{1}{2})$ so that $m \in H^\mu(\partial D)$, we construct $\phi_m \in C_h$ so that $\phi_m|_{\partial D} = m$ and $\|\phi_m\|_{H^{\frac{1}{2}+\mu}(\partial D)} \leq c \|m\|_{H^\mu(\partial D)}$, with $c$ uniform with respect to $h$.

This can be done by taking the Clement [3] or Scott–Zhang [15] interpolant of any $H^{\frac{1}{2}+\mu}$-lifting of $m$. Let us define $\psi_h^{(0)} = \psi_h^{(0)} - \phi_m$; by construction $\psi_h^{(0)}$ is a member of $C_h$. We then recast the problem (5.3) as follows:

$$
b(\psi_h^{(0)}, \varphi) = r(\varphi) - b(\phi_m, \varphi) \quad \forall \varphi \in C_{h,0}.
$$

Let us define the operator $A_h : C_{h,0} \rightarrow C_{h,0}$ as follows:

$$
\int_D \varphi A_h \phi \, dx = \int_D \nabla \phi \cdot \nabla \varphi \, dx \quad \forall (\phi, \varphi) \in C_{h,0} \times C_{h,0}.
$$

Since $A_h$ is self-adjoint and positive definite, $A_h^p$ can be defined for all $p \in \mathbb{R}$. The following result is proved in [7]: There are $c_1(p) \in (0, +\infty)$, $c_2(p) \in (0, +\infty)$, uniform with respect to $h$ so that for all $p \in (-\frac{3}{2}, \frac{3}{2})$

$$
c_1(p) \|\varphi\|_{H^p}^2 \leq \int_D \varphi A_h^p \varphi \, dx \leq c_2(p) \|\varphi\|_{H^p}^2 \quad \forall \varphi \in C_{h,0}.
$$

Let $s \in [0,1/2)$, and set $\delta := \frac{1}{2} - s$. Then taking $\phi_h := A_h^{s-1}\psi_h^{(0)}$ as a test function in (5.9) and using (5.10), we obtain

$$
\frac{c_1}{3\delta^2} \|\psi_h^{(0)}\|_{H^s(D)}^2 + c_1 \sigma_a \|\psi_h^{(0)}\|_{H^{s-1}(D)}^2 \leq \frac{1}{3\delta^2} \int_D A_h \psi_h^{(0)} A_h^{s-1}\psi_h^{(0)} \, dx + \sigma_a \int_D \psi_h^{(0)} A_h^{s-1}\psi_h^{(0)} \, dx
$$

$$
= b(\psi_h^{(0)}, \phi_h) = r(\phi_h) - b(\phi_m, \phi_h).
$$

The rest of the argument consists of bounding $|r(\phi_h)| + |b(\phi_m, \phi_h)|$ from above.

We start by estimating $|b(\phi_m, \phi_h)|$. Using the fact that $H^\mu(D) = H^\mu(\partial D)$, $\forall \mu \in (0, \frac{1}{2})$ (see, e.g., [12, Thm. 11.1] or [6, Cor. 1.4.4.5]), we infer

$$
|b(\phi_m, \phi_h)| \leq c \left( \|\nabla \phi_m\|_{H^{-\frac{1}{2}+\mu}(D)} \|\nabla A_h^{s-1}\psi_h^{(0)}\|_{H^{\frac{1}{2}+\mu}(D)} + \|\phi_m\|_{L^2(D)} \|\psi_h^{(0)}\|_{L^2(D)} \right)
$$

$$
\leq c \left( \|\phi_m\|_{H^{\frac{1}{2}+\mu}(D)} \|A_h^{s-1}\psi_h^{(0)}\|_{H^{\frac{1}{2}+\mu}(D)} + \|\phi_m\|_{H^{\frac{1}{2}+\mu}(D)} \|\psi_h^{(0)}\|_{H^s(D)} \right).
$$

Using (5.10) (since $\frac{3}{2} - \mu < \frac{3}{2}$) and the $H^{\frac{1}{2}+\mu}$-boundedness of $\phi_m$, we deduce

$$
|b(\phi_m, \phi_h)| \leq c \|m\|_{H^\mu(\partial D)} \left( \|\psi_h^{(0)}\|_{H^{-\frac{1}{2}+2\mu}(D)} + \|\psi_h^{(0)}\|_{H^s(D)} \right)
$$

$$
\leq c \|m\|_{H^\mu(\partial D)} \|\psi_h^{(0)}\|_{H^s(D)}, \quad \text{since } -\frac{1}{2} + s \leq 0 \leq \mu.
$$
Now we estimate \( r(\phi_h) \); this is done by estimating \( \| \partial_n \phi_h \|_{L^2(\partial D)} \). For this purpose we introduce the function \( \phi = H^1_0(D) \), solving

\[
- \Delta \phi = A^s_h \psi^{(0)}_h, \quad \phi|_{\partial D} = 0.
\]

The rest of the argument consists of estimating \( \| \partial_n \phi_h \|_{L^2(\partial D)} \) in terms of \( \| \partial_n \phi \|_{L^2(\partial D)} \) (observe that \( A_h \phi_h = A^s_h \psi^{(0)}_h \)). Since \( \Omega \) is a convex polyhedron, we have \( \| \phi \|_{H^{3/2 + \delta}} \leq c \| A^s_h \psi^{(0)}_h \|_{H^{-1/2 + \delta}} \), (see Grisvard [6, Thm. 3.2.1.2]) which together with (5.10) implies the estimate

\[
\| \partial_n \phi \|_{L^2(\partial D)} \leq c \| \phi \|_{H^{3/2 + \delta}} \leq c' \| A^s_h \psi^{(0)}_h \|_{H^{-1/2 + \delta}} \leq c'' \| \psi^{(0)}_h \|_{H^{3/2 + \delta}} = c'' \| \psi^{(0)}_h \|_{H^r}.
\]

The connection between \( \phi \) and \( \phi_h \) is elucidated by observing that for all \( \varphi \in C_{h,0} \)

\[
\int_D \nabla \phi \cdot \nabla \varphi \, dx = \int_D A^s_h \psi^{(0)}_h \, dx = \int_D A^{s-1}_h \psi^{(0)}_h A_h \varphi \, dx = \int_D \nabla \phi_h \cdot \nabla \varphi \, dx.
\]

This means that \( \phi_h \) is the Galerkin approximation of \( \phi \) in \( C_{h,0} \). This together with the approximability hypothesis (5.6)–(5.7) immediately implies that the following error estimate holds:

\[
\| \phi - \phi_h \|_{L^2(\partial D)} \leq c h^{1+\delta} \| \phi \|_{H^{3/2 + \delta}} \leq c h^{1+\delta} \| \psi^{(0)}_h \|_{H^r}.
\]

Using again the approximability hypothesis (5.7), we now derive a bound on \( \| \partial_n \phi_h \|_{L^2(\partial D)} \) as follows:

\[
\| \partial_n \phi_h \|_{L^2(\partial D)} \leq \inf_{v_h \in C_{h,0}} (\| \partial_n (\phi_h - v_h) \|_{L^2(\partial D)} + \| \partial_n (v_h - \phi) \|_{L^2(\partial D)} + \| \partial_n \phi \|_{L^2(\partial D)}) \\
\leq \inf_{v_h \in C_{h,0}} (c h^{-1} \| \phi_h - v_h \|_{L^2(\partial D)} + \| \partial_n (v_h - \phi) \|_{L^2(\partial D)} + \| \phi \|_{H^{3/2 + \delta}}(\partial D)) \\
\leq \inf_{v_h \in C_{h,0}} (c h^{-1} \| \phi_h - v_h \|_{L^2(\partial D)} + \| \partial_n (v_h - \phi) \|_{L^2(\partial D)} \\
\quad + c h^{-1} \| \phi_h - \phi \|_{L^2(\partial D)} + \| \phi \|_{H^{3/2 + \delta}}(\partial D)) \\
\leq c(1 + h^{1+\delta/2}) \| \phi \|_{H^{3/2 + \delta}}(\partial D) \leq c' \| \psi^{(0)}_h \|_{H^r}.
\]

Using this estimate plus the obvious bound \( \| \phi_h \|_{L^2(\partial D)} \leq c \| \psi^{(0)}_h \|_{H^r} \), we finally derive a bound from above on \( |r(\phi_h)| \) by proceeding as follows:

\[
|r(\phi_h)| \leq c(\| \partial_n \phi_h \|_{L^2(\partial D)} \| \partial_n \phi_h \|_{L^2(\partial D)} + \| q \|_{L^2(\partial D)} \| \phi_h \|_{L^2(\partial D)}) \\
\leq c(\| \partial_n \phi_h \|_{L^2(\partial D)} + \| q \|_{L^2(\partial D)} \| \psi^{(0)}_h \|_{H^r}.
\]

By combining the above bounds we obtain

\[
|r(\phi_h) - b(\phi_m, \psi^{(0)}_h)| \leq c(\| m \|_{H^\mu(\partial D)} + \| \alpha \|_{L^2(\Omega \setminus \mathbb{R}^n \times D)} + \| q \|_{L^2(\partial D)}) \| \psi^{(0)}_h \|_{H^r}.
\]

The conclusion follows readily by inserting this estimate into (5.11) and using the triangle inequality.

\[\square\]

Remark 5.1. The hypothesis \( m \in H^\mu(\partial D) \) is not restrictive, since we just require \( \mu > 0 \). This amounts to assuming that \( m \) is slightly more regular than an \( L^2 \)-function over \( \partial D \). Any discontinuous but piecewise smooth function over \( \partial D \) belongs to every \( H^\mu(\partial D) \), \( \mu \in (0, \frac{1}{2}) \).

In the rest of the paper we characterize the limit solution of (3.15) when \( h \to 0 \); that is, we compute \( \psi_{\lim} := \lim_{h \to 0} \lim_{\varepsilon \to 0} \psi_h \).
5.3. Limit solution of (3.15) for isotropic incoming flux. If the incoming flux is isotropic, then \( \frac{1}{\sqrt{\mu}} m + M \cdot n = 0 \) (see (3.4)). This condition turns out to be sufficient to establish the optimal convergence result stated in this subsection.

**Theorem 5.3.** Assume that \( \alpha \) is such that \( \frac{1}{\sqrt{\mu}} m + M \cdot n = 0 \). Assume that (2.3)–(2.4), (2.12), (3.12), (3.14), and (4.2) hold. Assume also (5.6) and \( m \in H^\frac{3}{2}(\partial D) \); then \( \psi_h^{(0)} \) converges in \( H^1(D) \) to \( \psi_{\lim} = \psi_0 \), solution of (3.2a)–(3.2b), and the following error estimate holds:

\[
\|\psi_0 - \psi_h^{(0)}\|_{H^1(D)} \leq c \inf_{v_h \in \mathcal{C}_h} \|\psi_0 - v_h\|_{H^1(D)}.
\]

**Proof.** Construct a \( H^1 \)-lifting of \( m \in H^\frac{3}{2}(\partial D) \), say, \( \phi_m \in H^1(D) \), so that \( \psi_h^{(0)} - \phi_m \in H^\frac{3}{2}(D) \). Then reproduce the arguments of the proof of Proposition 5.1 and conclude using Cea’s lemma.

The critical assumption here is (5.6), which requires the spaces \( \mathcal{C}_h \) to be rich enough so as to have reasonable approximation properties. This is a condition on the mesh family \( \{T_h\}_{h>0} \) and the associated discrete space family \( \{D_h\}_{h>0} \). More precisely (5.6) holds if the following two conditions are satisfied:

(i) The meshes are conforming; i.e., each face of a cell is either the face of a neighboring cell or at the boundary. This condition can be weakened to accommodate for local refinement, and in this case each face of any cell may be a subset of a face of its neighbor.

(ii) The polynomial spaces on each cell must allow continuity across interfaces of neighboring cells without loosing approximation properties. This is usually achieved by using multidimensional polynomial spaces \( \mathbb{P}_k \) of total order \( k \geq 1 \) for triangles and tetrahedra or mapped tensor product spaces \( \mathbb{Q}_k \) of order \( k \geq 1 \) in each coordinate direction on quadrilaterals and hexahedra.

**Remark 5.2.** For instance, condition (ii) is violated if piecewise constant elements are used. While piecewise constant approximation is admissible for solving the transport problem (2.1), the continuity condition (3.9) forces the diffusion limit solution to be globally constant, i.e., \( \psi_h^{(0)} \) does not converge to \( \psi^{(0)} \), unless \( \psi^{(0)} \) is constant.

**Remark 5.3.** Conditions (i)–(ii) have been identified in [1] and termed “locality” and “surface-matching” properties. We think though that the condition (5.6) gives a complementary rational to that given in [1]. Lists of admissible and nonadmissible finite elements are given in Tables I and II in [1].

5.4. Limit solution of (3.15) for general incoming flux. If the incoming flux is not isotropic and more generally if \( \frac{1}{\sqrt{\mu}} m + M \cdot n \neq 0 \), the convergence analysis is more complicated, since a boundary layer occurs. Let us consider \( \psi_{\lim} \) to be the solution to the following boundary value problem:

\[
\begin{align*}
-\nabla \cdot \left( \frac{1}{3\sigma} \nabla \psi_{\lim} \right) + \sigma_n \psi_{\lim} &= q, \\
\psi_{\lim}|_{\partial D} &= \frac{1}{2} m - 3M \cdot n.
\end{align*}
\]

Note that \( \psi_{\lim} \) solves the same PDE as \( \psi^{(0)} \) (see (3.2a)), but the boundary value is slightly different; see (3.2b). The boundary condition for \( \psi_{\lim} \) can be rewritten as follows:

\[
\psi_{\lim}|_{\partial D} = \frac{1}{2\pi} \int_{\Omega \cdot n \leq 0} \nabla (|\Omega \cdot n|) \alpha(\Omega, x) \, d\Omega
\]

with \( \nabla (\mu) = \mu + 3\mu^2 \).
The main result of this section is the following theorem.

**Theorem 5.4.** Assume that (2.3)–(2.4), (2.12), (3.12), (3.14), (4.2), and (5.6)–(5.7) hold. Assume in addition that $M \cdot n$ is the trace of a function in $C_h$ and that there is $\mu > 0$ so that $m \in H^m(\partial D)$, $M \cdot n \in H^m(\partial D)$. Then $\psi_{h}^{(0)}$ converges to $\psi_{\lim}$ in $H^s(D)$ for all $s \in [0, \frac{1}{2})$ and denoting by $d$ the space dimension, the following error estimate holds:

$$
\|\psi_{\lim} - \psi_{h}^{(0)}\|_{L^2(D)} \leq c'h^{\frac{d}{2}} \quad \forall s \in \left[0, \frac{1}{2}\right).
$$

**Proof.** Owing to the regularity assumptions on $m$ and $M \cdot n$, it can be shown that $\psi_{\lim} \in H^{\frac{d}{2}+\mu}(D)$. Let $\phi_h \in C_h$ be the Scott-Zhang interpolant of $\psi_{\lim}$; then $M \cdot n$ being the trace of a function in $C_h$ by hypothesis, we have

$$
\|\phi_h - \psi_{\lim}\|_{L^2(D)} \leq ch^{\frac{d}{2}+\mu}\|\psi_{\lim}\|_{H^{\frac{d}{2}+\mu}(D)} \quad \text{and} \quad \phi_h|_{\partial D} = \frac{1}{2}m - 3M \cdot n.
$$

We now try to correct the boundary value of $\psi_{h}^{(0)}$. Let $B_h$ be the set of elements in the mesh that touch $\partial D$ (either by a face, an edge, or a vertex). We denote by $F_h$ the set of the interfaces of the elements in $B_h$. We now define $\tilde{\psi}_{h}^{(0)}$ so that

$$
\tilde{\psi}_{h}^{(0)}|_{\partial D} = \phi_h|_{\partial D} \quad \text{and} \quad \tilde{\psi}_{h}^{(0)}|_{D \setminus B_h} = \psi_{h}^{(0)}|_{D \setminus B_h}.
$$

This function is well defined on each cell in $B_h$ by simply interpolating between the boundary data on $\partial D$ and on $D \setminus B_h$. By using standard estimates, it follows that

$$
\sum_{K \in B_h}\|\tilde{\psi}_{h}^{(0)}\|_{L^2(K)}^2 \leq c \sum_{K \in B_h} \left(\|\phi_h\|_{L^2(K)}^2 + \|\psi_{h}^{(0)}\|_{L^2(K)}^2\right),
$$

$$
\sum_{F \in F_h}\|\tilde{\psi}_{h}^{(0)}\|_{L^2(F)}^2 \leq c \sum_{F \in F_h} \left(\|\phi_h\|_{L^2(F)}^2 + \|\psi_{h}^{(0)}\|_{L^2(F)}^2\right).
$$

Let us denote $c := \phi_h - \tilde{\psi}_{h}^{(0)}$. Then the following holds:

$$
b(c, \varphi_h) = b(\phi_h - \psi_{\lim}, \varphi_h) + b(\psi_{\lim}, \varphi_h) + b(\psi_{h}^{(0)} - \tilde{\psi}_{h}^{(0)}, \varphi_h) - b(\psi_{h}^{(0)}, \varphi_h)$$

$$
= b(\phi_h - \psi_{\lim}, \varphi_h) + b(\psi_{h}^{(0)} - \tilde{\psi}_{h}^{(0)}, \varphi_h) - \int_{\partial D} \frac{1}{3\sigma} \left(\frac{1}{2}m + 3M \cdot n\right) \partial_n \varphi_h \, dx
$$

$\forall \varphi_h \in C_{h,0}$. The term $b(\psi_{h}^{(0)} - \tilde{\psi}_{h}^{(0)}, \varphi_h)$ is expanded as follows:

$$
b(\psi_{h}^{(0)} - \tilde{\psi}_{h}^{(0)}, \varphi_h) = \sum_{K \in B_h} \int_K \left(\frac{1}{3\sigma} \nabla(\psi_{h}^{(0)} - \tilde{\psi}_{h}^{(0)}) \cdot \nabla \varphi_h + \sigma_a(\psi_{h}^{(0)} - \tilde{\psi}_{h}^{(0)}) \varphi_h\right) \, dx
$$

$$
= \sum_{K \in B_h} \int_K (\psi_{h}^{(0)} - \tilde{\psi}_{h}^{(0)}) \left(\sigma_a \varphi_h - \frac{1}{3\sigma} \Delta \varphi_h\right) \, dx
$$

$$
+ \int_{\partial D} \frac{1}{3\sigma} \left(\frac{1}{2}m + 3M \cdot n\right) \partial_n \varphi_h \, dx
$$

$$
+ \sum_{F \in F_h} \int_F \frac{1}{3\sigma} (\psi_{h}^{(0)} - \tilde{\psi}_{h}^{(0)}) n_1 \cdot \nabla \varphi_h \, dx.
$$
We finally have
\[
(5.15) \quad b(e, \varphi_h) = R_1(\varphi_h) + R_2(\varphi_h) + R_3(\varphi_h),
\]
with \( R_1(\varphi_h) := b(\phi_h - \psi_{\text{lim}}, \varphi_h) \) and
\[
\begin{align*}
R_2(\varphi_h) &= \sum_{K \in \mathcal{K}} \int_K (\psi_h^{(0)} - \tilde{\psi}_h^{(0)}) \left( \sigma_a \varphi_h - \frac{1}{3 \sigma} \Delta \varphi_h \right) \, dx, \\
R_3(\varphi_h) &= \sum_{F \in \mathcal{F}_h} \int_F \frac{1}{3 \sigma} (\psi_h^{(0)} - \tilde{\psi}_h^{(0)}) n_1 \cdot [\nabla \varphi_h].
\end{align*}
\]

We now choose \( \varphi_h = A_h^{-1} e \) to test (5.15) (observe that this is legitimate, since \( e \) is a member of \( C_{h,0} \), which was not the case of \( \phi_h - \psi_h^{(0)} \)), and, owing to (5.10), we obtain
\[
\frac{e}{3 \sigma} \left\| e_h \right\|_{L^2(D)}^2 + c^\prime \sigma_a \left\| e_h \right\|_{L^2(D)}^2 \leq R_1(\varphi_h) + R_2(\varphi_h) + R_3(\varphi_h).
\]

We define \( \varphi \in H^1_0(D) \) to be the solution of the following problem:
\[
- \Delta \varphi = A_h \varphi_h = e, \quad \varphi |_{\partial D} = 0.
\]

Since \( D \) is a convex polyhedron, we have \( \| \varphi \|_{H^2(D)} \leq c \| e \|_{L^2(D)} \). The definition of \( \varphi \) implies that \( \varphi_h \) is the Galerkin approximation of \( \varphi \), and the following estimates hold:
\[
\sum_{F \in \mathcal{F}_h} \| \partial_n(\varphi_h - \varphi) \|_{L^2(F)}^2 \leq ch \| e \|_{L^2(D)}^2,
\]
\[
\sum_{K \in \mathcal{T}_h} \left( \| \nabla (\varphi - \varphi_h) \|_{L^2(K)}^2 + h^2 \| \Delta \varphi_h \|_{L^2(K)}^2 \right) \leq ch \| e \|_{L^2(D)}^2.
\]

We handle \( R_1(\varphi_h) \) as follows:
\[
R_1(\varphi_h) = \sum_{K \in \mathcal{T}_h} \int_K (\phi_h - \psi_{\text{lim}}) \left( \sigma_a \varphi_h - \frac{1}{3 \sigma} \Delta \varphi_h \right) \, dx \\
+ \sum_{F \in \mathcal{F}_h} \int_F \frac{1}{3 \sigma} (\phi_h - \psi_{\text{lim}}) n_1 \cdot [\nabla \varphi_h] := R_{11}(\varphi_h) + R_{12}(\varphi_h).
\]

The term \( R_{11}(\varphi_h) \) is controlled as follows:
\[
R_{11}(\varphi_h)^2 \leq c \sum_{K \in \mathcal{T}_h} \left( \| \phi_h - \psi_{\text{lim}} \|_{L^2(K)}^2 \right) \sum_{K \in \mathcal{T}_h} \left( \| \varphi_h \|_{L^2(K)}^2 + \| \Delta \varphi_h \|_{L^2(K)}^2 \right) \\
\leq ch^2(\frac{1}{2} + \mu) \| \psi_{\text{lim}} \|_{H^{\frac{1}{2} + \mu}(D)}^2 \| e \|_{L^2(D)}^2.
\]

Similarly the term \( R_{12}(\varphi_h) \) is controlled as follows:
\[
R_{12}(\varphi_h)^2 \leq c \sum_{F \in \mathcal{F}_h} \left( \| \phi_h - \psi_{\text{lim}} \|_{L^2(F)}^2 \right) \sum_{F \in \mathcal{F}_h} \| [\nabla (\varphi_h - \varphi)] \|_{L^2(F)}^2 \\
\leq ch^2 \| \psi_{\text{lim}} \|_{H^{\frac{1}{2} + \mu}(D)}^2 \| e \|_{L^2(D)}^2 \leq ch^2(\frac{1}{2} + \mu) \| \psi_{\text{lim}} \|_{H^{\frac{1}{2} + \mu}(D)}^2 \| e \|_{L^2(D)}^2.
\]
We handle $R_2(\varphi_h)$ as follows:

$$R_2(\varphi_h)^2 \leq c \sum_{K \in \mathcal{B}_h} \left( \|\psi_h^0\|_{L^2(K)}^2 + \|\tilde{\psi}_h^0\|_{L^2(K)}^2 \right) \sum_{K \in \mathcal{B}_h} \left( \|\varphi_h\|_{L^2(K)}^2 + \|\Delta \varphi_h\|_{L^2(K)}^2 \right)$$

$$\leq c \|e\|_{L^2(D)}^2 \sum_{K \in \mathcal{B}_h} \left( \|\psi_h^0\|_{L^2(K)}^2 + \|\phi_h\|_{L^2(K)}^2 \right)$$

$$\leq c \|e\|_{L^2(D)}^2 \left( \sum_{K \in \mathcal{B}_h} |K|^{-\frac{p-2}{2}} \left( \|\psi_h^0\|_{L^p(D)}^2 + \|\phi_h\|_{L^p(D)}^2 \right) \right),$$

where $p$ is chosen so that the continuous embedding $H^s(D) \subset L^p(D)$ holds, where $s$ is a number in $(0, \frac{1}{2})$. In $d$ space dimensions, $p = \frac{2d}{d-2s}$. For instance, in three space dimensions, $p = \frac{6}{4-2s} \in (2,3)$, and in two space dimensions $p = \frac{2}{2-s} \in (2,4)$. In conclusion

$$|R_2(\varphi_h)| \leq c h^{-\frac{p-2}{2}} \|e\|_{L^2(D)} \left( \|\psi_h^0\|_{H^s(D)} + \|\phi_h\|_{H^s(D)} \right).$$

Then owing to Lemma 5.2 (see estimate (5.8)) and using $\|\phi_h\|_{H^s(D)} \leq c \|\phi_{\text{lim}}\|_{H^s(D)}$, we infer

$$|R_2(\varphi_h)| \leq c h^{-\frac{p-2}{2}} \|e\|_{L^2(D)}.$$

We handle $R_3(\varphi_h)$ as follows:

$$R_3(\varphi_h)^2 \leq c \sum_{F \in \mathcal{F}_h} \left( \|\psi_h^0\|_{L^2(F)}^2 + \|\tilde{\psi}_h^0\|_{L^2(F)}^2 \right) \sum_{F \in \mathcal{F}_h} \|\nabla(\varphi_h - \varphi)\|_{L^2(F)}^2$$

$$\leq c h^{-1} \sum_{K \in \mathcal{B}_h} \left( \|\psi_h^0\|_{L^2(K)}^2 + \|\tilde{\psi}_h^0\|_{L^2(K)}^2 \right) h^2 \|e\|_{L^2(D)}^2.$$

Then using the same arguments as those for $R_2(\varphi_h)$, we obtain

$$|R_3(\varphi_h)| \leq c h^{-\frac{p-2}{2}} \|e\|_{L^2(D)} = c h^{-\frac{p-2}{2}} \|e\|_{L^2(D)}.$$

In conclusion we have

$$\|e\|_{L^2(D)} \leq c (h^{-\frac{p-2}{2}} + h^{\frac{1}{2} + \mu}) \leq c' h^{-\frac{p-2}{2}}.$$

Then, using the triangle inequality

$$\|\psi_h^0 - \psi_{\text{lim}}\|_{L^2(D)} \leq \|\psi_h^0 - \phi_h\|_{L^2(D)} + \|\phi_h - \tilde{\psi}_h^0\|_{L^2(D)} + \|\tilde{\psi}_h^0 - \psi_{\text{lim}}\|_{L^2(D)}$$

$$\leq c (h^{\frac{1}{2} + \mu} \|\psi_{\text{lim}}\|_{H^{\frac{1}{2} + \mu}(D)} + \|e\|_{L^2(D)} + h^{-\frac{p-2}{2}}) \leq c' h^{-\frac{p-2}{2}}.$$

This concludes the proof of (5.14) and shows that $\psi_h^0 \to \psi_{\text{lim}}$ strongly in $L^2(D)$ as $\varepsilon \to 0$. That $\psi_h^0 \to \psi_{\text{lim}}$ in $H^s(D)$ strong, for all $s \in [0, \frac{1}{2})$, follows from the boundedness in $H^s(D)$ and the compact injection $H^s'(D) \subset H^s(D)$ for all $s'$ such that $0 \leq s < s' < \frac{1}{2}$; see (5.8).
We finish this section by observing that (5.13) can be formulated in a very weak form as follows: Find $\psi_{\text{lim}} \in L^2(D)$ so that for all $\varphi \in H := \{v \in H^1_0(D), \nabla \cdot \frac{1}{3\sigma} \nabla v \in L^2(D)\}$,

\begin{equation}
\int_D \psi_{\text{lim}} \left( \sigma_n \varphi - \nabla \cdot \frac{1}{3\sigma} \nabla \varphi \right) \, dx = \int_D q \varphi \, dx - \int_{\partial D} \frac{1}{3\sigma} (\frac{1}{2} m - 3Mn) \partial_n \varphi \, dx.
\end{equation}

(5.16) The fact that the above problem is well-posed is a consequence of $-\Delta : H \rightarrow L^2(D)$ being an isomorphism.

5.5. Boundary condition incompatibilities. The convergence rate given in Theorem 5.4 is very slow; it is $O(h^{1/2})$ and $O(h^{3/4})$ in two and three space dimensions, respectively. Whether the exponent in the estimate (5.14) is sharp is unclear to us at the moment. The fact that we have convergence in a norm weaker than that of $H^1(\partial D)$ is due to incompatible boundary conditions. Observe that for every $h$, $\psi^{(0)}_h|_{\partial D} = m$, but $\psi_{\text{lim}}|_{\partial D} = \frac{1}{2} m - 3Mn$; i.e., the boundary conditions of $\psi^{(0)}_h$ and $\psi_{\text{lim}}$ are incompatible. This observation also implies that $\psi^{(0)}_h$ cannot converge to $\psi_{\text{lim}}$ in any norm stronger than that of $H^1(\partial D)$, thus showing that the a priori estimate (5.8) is the best that can be obtained for incoming fluxes such that $\frac{1}{5} m + Mn \neq 0$.

Finally, note that $\psi_{\text{lim}}$ and $\psi^{(0)}$ solve the same PDE but satisfy two different boundary conditions, implying that

\begin{equation}
\lim_{h \to 0} \lim_{\varepsilon \to 0} \psi_h := \psi_{\text{lim}} \neq \psi^{(0)}\quad \text{unless } \frac{1}{6} m + Mn = 0.
\end{equation}

(5.17) For any practical purpose the above result says that unless $\frac{1}{6} m + Mn = 0$, the approximate solution of (2.19), $\psi_h$, may not be close to $\psi^{(0)}$ if the mesh size is significantly larger than the mean free path, even if the mesh size is small.

As observed in [1] though, the above negative conclusion is moderated by the fact that the boundary values of $\psi_{\text{lim}}$ and $\psi^{(0)}$ are very close for all practical purposes. Actually, it can be shown that $W(\mu) \approx \mu + \frac{3}{2} \mu^2$, $\forall \mu \in [0,1]$, and the difference $|W(\mu) - (\mu + \frac{3}{2} \mu^2)|$ is a few percents in the maximum norm over $[0,1]$ (see [1]); as a result, the following approximate identity holds:

\begin{equation}
\psi_{\text{lim}}|_{\partial D} = \frac{1}{2\pi} \int_{\Omega : n \leq n} \left( |\Omega \cdot n| + \frac{3}{2} |\Omega \cdot n|^2 \right) a(\Omega, x) \, d\Omega \approx \psi^{(0)}|_{\partial D}.
\end{equation}

(5.18) In other words $\psi_{\text{lim}}$ and $\psi^{(0)}$ are different but differ by a few percents only.

In conclusion, if the incoming flux is not isotropic, a numerical boundary layer occurs when the mesh size is significantly larger than the mean free path, but the interior approximation is not too far from the correct limit.

6. Conclusions. By using functional analytic tools, we confirmed the results in [1], namely, that in the limit of vanishing mean free path length, the upwind DG approximation of the radiative transfer problem yields a mixed discretization of the diffusion equation. A key feature of this limit is that the discrete primal variable is continuous. This property implies that grid convergence can be achieved in optically thick regions only if the DG approximation space contains a linear space of piecewise linear continuous functions with optimal interpolation properties. Under this condition, the solution of the discrete diffusion problem converges in $H^1(D)$ to the diffusion solution if the incoming flux is isotropic. If the incoming flux is not isotropic,
the discrete solution converges in $H^s(D)$, with $s < \frac{1}{2}$, to a function which is close to the diffusion limit. A boundary layer effect occurs, and the convergence holds only in the interior of the domain.

A schematic representation of the situation is shown in Figure 6.1.

**Appendix A.** Assumption (3.12) may seem to be quite restrictive. For instance, it does not hold if $S_h$ is composed of piecewise constant functions, which is a commonly used approximation. As an alternative to (3.12), we assume that the $L^2$-projection operator $p_h : L^2(S^2; \mathbb{R}^3) \rightarrow (S_h)^3$ is such that

\begin{align}
\int_{S^2} p_h(\Omega) \, d\Omega &= 0, \\
\int_{\{\Omega \cdot a < 0\}} p_h(\Omega) \otimes p_h(\Omega) \, d\Omega &= \int_{\{\Omega \cdot a > 0\}} p_h(\Omega) \otimes p_h(\Omega) \, d\Omega \quad \forall a \in \mathbb{R}^3.
\end{align}

These two conditions hold, provided the mesh defining $S_h$ is symmetric with respect to the origin. We are now going to show that everything which is said in sections 3.3 and 4 holds up to minor modifications.
Lemma 3.5 must be reworked a little. Equation (3.13a) is unchanged, since the proof of this statement does not depend on assumption (3.12). Equation (3.13b), however, must be changed. In Step 3 of the proof of Lemma 3.5 we must use \(\omega(x) = \rho_h(\Omega) \cdot e_i\) to test (3.7) instead of \(\Omega \cdot e_i\), since \(\Omega \cdot e_i\) may not be in \(S_h\) and the integral identity (3.10) does not hold. Nevertheless, we can define a symmetric \(3 \times 3\) matrix \(I_h\) by

\[
\frac{4\pi}{3} I_h := \int_{S^2} p_h(\Omega) \otimes p_h(\Omega) \, d\Omega = \int_{S^2} \Omega \otimes p_h(\Omega) \, d\Omega.
\]

If we assume that the angular discretization is sufficiently fine, \(I_h\) approximates the identity. In particular, it is positive definite.

When we test (3.7) with \(p_h(\Omega) \cdot e_i\), the above definition implies that the first term becomes

\[
\int_{S^2 \times K} \omega \nabla \psi_h^{(0)} \, d\Omega \, dx = \int_K \varphi \partial_j \psi_h^{(0)} \, dx \int_{S^2} (\Omega \cdot e_j)(p_h(\Omega) \cdot e_i) \, d\Omega = \frac{4\pi}{3} \int_K \varphi e_i^T I_h \nabla \psi_h^{(0)} \, dx.
\]

Second, we compute the contribution of \(\psi_h^{(1)}\),

\[
\int_{S^2 \times K} \left(\psi_h^{(1)} - \psi_h^{(1)}\right) \omega \sigma \, d\Omega \, dx = \int_{S^2 \times K} \psi_h^{(1)} (p_h(\Omega) \cdot e_i) \varphi \sigma \, d\Omega \, dx = \int_K (J_h^{(0)} \cdot e_i) \varphi \sigma \, dx,
\]

where we used \(\int_{S^2} \psi_h^{(1)} \, d\Omega = \int_{S^2} \psi_h(\Omega) \, d\Omega\), since \(p_h\) is the \(L^2\)-projection and \(\mathcal{W}_h = S_h \otimes D_h\) is a tensor product space. Third, we take care of the flux terms. Since \(\psi_h^{(0)}\) is a member of \(\mathcal{C}_h\), the flux term in the left-hand side gives

\[
\sum_{F \in F_h^k} \int_F \left(\int_{\Omega \cdot n \leq 0} |\Omega \cdot n| (p_h(\Omega) \cdot e_i) \, d\Omega\right) m \varphi \, dx = -\frac{2\pi}{3} \sum_{F \in F_h^k} \int_F (n^T I_h e_i) m \varphi \, dx,
\]

where we used (A.2). Similarly, for the flux term in the right-hand side, we obtain

\[
\sum_{F \in F_h^k} \int_F \left(\int_{\Omega \cdot n < 0} |\Omega \cdot n| (\Omega \cdot e_i) \alpha(\Omega, x) \, d\Omega\right) \varphi \, dx = \sum_{F \in F_h^k} \int_F 4\pi (M_h \cdot e_i) \varphi \, dx,
\]

where we have defined the following approximation of \(M\):

\[
M_h(x) := \frac{1}{4\pi} \int_{\Omega \cdot n(x) < 0} \alpha(\Omega, x) |\Omega \cdot n(x)| p_h(\Omega) \, d\Omega.
\]

We now combine all the above results, and we obtain the new equation replacing (3.13b):

\[
\sum_{K \in T_h} \int_K \left(\frac{4\pi}{3} I_h \nabla \psi_h^{(0)} + \sigma J_h^{(0)}\right) \cdot e_i \varphi \, dx = \sum_{F \in F_h^k} \int_F 4\pi \left(\frac{1}{6} m(I_h n) + M_h\right) \cdot e_i \varphi \, dx.
\]

We are now in position to state the counterpart of Proposition 3.6.
Proposition A.1. Assume that (2.3), (2.12), (3.14), and (A.1)–(A.2) hold. Then \( \psi_h^{(0)} \in C_{h,m} \) solves the following problem: For all \( \varphi \in C_{h,0} \),

\[
\int_D \left( \frac{1}{3\sigma} \left( \nabla \psi_h^{(0)} \right)^T I_h \nabla \varphi + \sigma_n \psi_h^{(0)} \varphi \right) \, dx = \int_{\partial D} \frac{1}{6} \left( n^T I_h n + M_h \cdot n \right) \partial_n \varphi \, dx + \int_D q \varphi \, dx.
\]

The statements (3.15) and (A.5) differ only by the presence of the approximate identity \( I_h \) and the approximation of \( M_h \). Since these differences are nonessential, we retain assumption (3.12) in sections 4 and 5.
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