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A B S T R A C T

We introduce in this paper a new direction splitting algorithm for solving the incompressible Navier–Stokes equations. The main originality of the method consists of using the operator \((1 - \partial_x I) - \partial_y I\) for approximating the pressure correction instead of the Poisson operator as done in all the contemporary projection methods. The complexity of the proposed algorithm is significantly lower than that of projection methods, and it is shown the have the same stability properties as the Poisson-based pressure-correction techniques, either in standard or rotational form. The first-order (in time) version of the method is proved to have the same convergence properties as the classical first-order projection techniques. Numerical tests reveal that the second-order version of the method has the same convergence rate as its second-order projection counterpart as well. The method is suitable for parallel implementation and preliminary tests show excellent parallel performance on a distributed memory cluster of up to 1024 processors. The method has been validated on the three-dimensional lid-driven cavity flow using grids composed of up to \(2 \times 10^9\) points.
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1. Introduction

Most of the time marching algorithms that are used in Computational Fluid Mechanics to solve large scale incompressible fluids flows are based on the so-called projection methods (see Chorin [5] and Temam [24] for the earliest examples and [12] for a recent review). In all the variants of this strategy, the pressure, or pressure correction, is obtained by solving a Poisson equation equipped with Neumann boundary conditions or a weak version thereof. The so-called pressure Poisson equation results from the decomposition of the velocity field into a divergence-free part and a gradient, and this decomposition has been the main paradigm behind all the improved pressure/velocity decoupling techniques that have been proposed since the pioneering works of Chorin and Temam.

The objective of this paper is to introduce a novel fractional time stepping technique that deparths from the projection paradigm. We propose instead to use a pressure equation derived from a perturbed form of the continuity equation in which the incompressibility constraint is penalized in a negative norm induced by direction splitting. Departure from the projection paradigm has already been proved to be very efficient for solving variable density flows in [13]. An early version of the algorithm proposed in this paper has been announced in [9]. In the present work we pursue further the ideas introduced/announced in [9] in the sense that in addition to splitting the pressure-correction, we also apply a direction splitting technique to the momentum equation, thus further reducing the overall computational complexity of the method. We provide stability and convergence results for the first-order variant of the method and a stability result for the (formally) second-order fully split scheme, and we numerically illustrate the convergence properties of the method and its scalability.

The paper is organized as follows. The basic idea is introduced in Section 2. The new paradigm consists of constructing a singular perturbation of the Navier–Stokes equations by using an abstract operator \(A\) having generic coercivity properties in \(H^1(\Omega)\) (see Section 2.2). The family of Chorin/Temam projection methods is recovered by using \(A := -\Delta\) but an entirely new family is obtained by setting \(A := (1 - \partial_x I)(1 - \partial_y)\) in two space dimensions and \(A := (1 - \partial_x I)(1 - \partial_y)(1 - \partial_z)\) in three space dimensions. The merits of the proposed technique are discussed in Section 3. A formally second-order version of the method is introduced in Section 4. The main theoretical result of this paper is Theorem 4.2 which establishes the stability and convergence of this new algorithm. The method is illustrated numerically in Section 5 and...
convergence tests confirm that the rotational form of the incremental method is indeed second-order in the $L^2$-norm of the velocity field. Weak scalability tests reported in Section 5 confirm that the method is extremely efficient. Some conclusions are reported in Section 6.

2. The non-incremental scheme

In this section we introduce the most simple first-order version of the method and analyze its stability. The purpose of this section is to introduce the basic concepts of the technique and to avoid technicalities. A formally second-order variant of the method is introduced and analyzed in Section 4.

2.1. Notation and preliminaries

We consider the time-dependent Navier–Stokes equations on a finite time interval $[0,T]$ and in a domain $\Omega = (0,1)^2$.

Since the nonlinear term in the Navier–Stokes equations does not interfere with the incompressibility constraint, we henceforth mainly focus our attention on the time-dependent Stokes equations written in terms of velocity $u$ and pressure $p$:

$$
\begin{align*}
\frac{\partial}{\partial t} u + \nabla p &= f & \text{in } \Omega \times [0,T], \\
\nabla \cdot u &= 0 & \text{in } \Omega \times [0,T], \\
u_{|\partial \Omega} &= 0 & \text{in } [0,T], \quad \text{and } u_{|t=0} = u_0 \text{ in } \Omega.
\end{align*}
$$

(2.1)

where $f$ is a smooth source term and $u_0$ is a solenoidal initial velocity field with zero normal trace at the boundary of $\Omega$. We consider homogeneous Dirichlet boundary conditions on the velocity for the sake of simplicity.

2.2. Singular perturbation analysis

Let us start by recalling some fundamental properties of projection methods. Let $\Delta t$ be the time step in the Chorin–Temam algorithm, then it can be shown (see e.g., [22]) that the Chorin–Temam algorithm is a singular perturbation of (2.1) which can be written as follows:

$$
\begin{align*}
\frac{\partial}{\partial t} u + \nabla p &= f & \text{in } \Omega \times [0,T], \\
\Delta t \Delta p + \nabla u &= 0 & \text{in } \Omega \times [0,T], \\
u_{|\partial \Omega} &= 0, \quad \Delta p_{|\partial \Omega} = 0 & \text{in } [0,T], \\
\text{and } u_{|t=0} = u_0, \quad p_{|t=0} = p_0 & \text{in } \Omega.
\end{align*}
$$

(2.2)

where $p_0 := p (t = 0)$ and $\Delta t$ is the perturbation parameter (i.e., $\epsilon := \Delta t$). A key property of the Chorin–Temam technique is that the quantity $v(t) := -\Delta \nabla p_t + u$ is solenoidal and has a zero normal trace at the boundary. Denoting $H = \{ z \in L^2(\Omega) ; \nabla \cdot z \in L^2(\Omega) ; z \cdot n_{|\partial \Omega} = 0 \}$ and setting $P_H : L^2(\Omega) \to H$ to be the $L^2$-projection onto $H$, we have $v = P_H u$, which is the hallmark of Chorin–Temam type algorithms. Actually $u_t = u + \Delta \nabla p_t$ is the so-called Helmholtz decomposition of $u$, and this decomposition is $L^2$-orthogonal, i.e., $L^2(\Omega) = H^2 \oplus H^{1,0}(\Omega)$, and we have defined $L^2(\Omega)$ and $H^{1,0}(\Omega)$ to be the spaces that are composed of those functions in $L^2(\Omega)$ and $H^1(\Omega)$ that are of zero mean, respectively. The quantity $v$ is often used as an approximation for $u$.

We now propose to depart from (2.2) by considering the following alternative $\epsilon(\Delta t)$-perturbation of (2.1):

$$
\begin{align*}
\frac{\partial}{\partial t} u + \nabla p &= f & \text{in } \Omega \times [0,T], \\
\Delta t \Delta p + \nabla \cdot u &= 0 & \text{in } \Omega \times [0,T], \\
u_{|\partial \Omega} &= 0, \quad p_{|\partial \Omega} = D(A), & \text{in } [0,T], \\
\text{and } u_{|t=0} = u_0, \quad p_{|t=0} = p_0 & \text{in } \Omega.
\end{align*}
$$

(2.3)

where the operator $A : D(A) \subset L^2(\Omega) \to L^2(\Omega)$ is assumed to be unbounded and closed and to be such that the bilinear form $a(p,q) := \int_\Omega \nabla p \cdot \nabla q \text{ satisfies the following properties:}$

$a$ is symmetric, and $\| \nabla q \|^2_L \leq a(q,q), \forall q \in D(A).$  \quad (2.4)

As a consequence of these hypotheses, the following scalar product and norm can be defined:

$$(p,q)_A := (Ap,q), \quad \forall p,q \in D(A), \quad \| q \|_A := (Aq,q)^{1/2}, \quad \forall q \in D(A).$$

(2.5)

Many admissible choices are possible for the operator $A$. For instance one recovers the Chorin–Temam technique by using $A = -\Delta_n$, where $-\Delta_N$ is the Laplace operator supplemented with homogeneous Neumann boundary conditions. One could also use $A = I - \Delta_N$ where $I$ is the identity operator. The key to the method presented in this paper is that $A := (1 - \partial_\alpha)(1 - \partial_\alpha)(1 - \partial_\alpha)$ satisfies the requirement (2.4) in three space dimensions. In two space dimensions the operator $A := (1 - \partial_\alpha)(1 - \partial_\alpha)$ with appropriate boundary conditions also satisfies (2.4).

At this point we have made a significant step away from the projection paradigm. The presence of the operator $A$ in (2.3) breaks the $L^2$-orthogonality property mentioned above. Although, (2.3) can no longer be interpreted in terms of projection, the solutions to (2.2) and (2.3) have similar convergence properties.

**Proposition 2.1.** Assume that the solution to (2.1) is smooth enough with respect to time and space and that (2.4) holds. Then the solutions to (2.2) and (2.3) both satisfy the following estimates

$$(\| u - u^0 \|_{L^2(\Omega), \bar{u}^0(\Omega)}) \leq C \Delta t^2.$$  

(2.6)

**Proof.** Repeat the arguments from [22].

2.3. Formulation of the scheme

We now construct a fractional step technique approximating (2.3) by using alternating direction strategies and the Crank–Nicolson time stepping.

2.3.1. Pressure predictor

The first step of the algorithm consists of computing a pressure predictor as any other fractional time stepping technique for the Navier–Stokes equations. The algorithm is initialized by setting $p^{n+1} = 0$ and for $n \geq 0$ we set

$p^{n+1} = p^n + 1_2.$

(2.7)

2.3.2. Velocity update

The second step consists of updating the velocity field. We propose to update the velocity by using a direction splitting technique proposed by Douglas [16]. The algorithm is initialized by setting $u^n = u_0$, and the velocity is updated as follows for $n \geq 0$:

$$
\begin{align*}
\frac{\xi}{\Delta t} u^{n+1} - \nabla u^n + \nabla (p^{n+1} + 1_2) &= f \quad \text{in } \Omega, \\
\nabla \cdot u^n &= 0 \quad \text{in } \Omega, \\
u^{n+1} &= 0, \quad p^{n+1} \in D(A), \quad u^{n+1} \in [0,T], \\
\text{and } u_{|t=0} = u_0, \quad p_{|t=0} = p_0 & \text{in } \Omega.
\end{align*}
$$

(2.8)

The two-dimensional version of the algorithm is obtained by omitting the last step and setting $u^{n+1} = \xi^{n+1}$. 

(2.9)
Remark 2.1. The Alternating Direction Implicit (ADI) strategy was first proposed in the seminal article of Peaceman and Rachford [20]. It is a Crank–Nicolson-like two-stage time integration scheme for two-dimensional parabolic problems in which the second-order derivative with respect to each space variable is treated implicitly while the other is made explicit at each time sub-step. Overall, the ADI strategy is very efficient for parabolic problems since the resulting schemes have the same computational complexity as explicit schemes while being unconditionally stable. The Douglas scheme (2.8) has similar stability and convergence properties as ADI but contrary to ADI it can be applied to parabolic problems in any space dimension.

2.3.3. Pressure update
The pressure is updated by solving \( Ap^{n+\frac{1}{2}} = -\frac{1}{\Delta t} \nabla \cdot \mathbf{u}^{n+1} \) with the direction splitting operator \( A := \{1 - \partial_x\} \{1 - \partial_y\} \{1 - \partial_z\} \) supplemented with appropriate boundary conditions. This is done as follows:

\[
\begin{align*}
\psi - \partial_x \psi &= 1 \frac{1}{\Delta t} \nabla \cdot \mathbf{u}^{n+1}, \quad \partial_x \psi|_{z=0} = 0, \\
\varphi - \partial_y \varphi &= \psi, \quad \partial_y \varphi|_{y=0} = 0, \\
p^{n+\frac{1}{2}} - \partial_z p^{n+\frac{1}{2}} &= \varphi, \quad \partial_z p^{n+\frac{1}{2}}|_{z=0} = 0.
\end{align*}
\]

(2.9)

2.4. Stability and convergence analysis

Probably the most remarkable feature of the scheme (2.7)–(2.9) is that it only requires solving one-dimensional boundary-value problems. We are going to show that it provides a solution which is as accurate as that given by the classical Chorin–Temam projection method at a fraction of its complexity.

Before going through the stability analysis, we establish a preliminary result concerning the operator \( A \) which is used in (2.9). Henceforth we denote

\[
\begin{align*}
A &:= \{(1 - \partial_x)/(1 - \partial_y)/(1 - \partial_z)\}, \\
\text{and the domain of } A \text{ is defined to be } D(A) := \{p \in L^2(\Omega); ((1 - \partial_x)p; (1 - \partial_y)(1 - \partial_z)p), Ap\} \\
&\subset L^2(\mathbb{R})^2, \quad \partial_y p|_{y=0} = 0, \quad (1 - \partial_z)p|_{y=0} = 0, \\
&= 0, \quad \partial_x(1 - \partial_y)(1 - \partial_z)p|_{x=0} = 0.
\end{align*}
\]

(2.10)

We first prove that (2.9) indeed amounts to solving \( Ap^{n+\frac{1}{2}} = -\frac{1}{\Delta t} \nabla \mathbf{u}^{n+1} \)
and that \( A \) has the properties specified in (2.4).

Lemma 2.2. Let \( f \in L^2(\Omega) \). Let \( \psi, \varphi, \) and \( p \) solve

\[
\begin{align*}
\psi - \partial_x \psi &= f, \quad \partial_x \psi|_{x=0} = 0, \\
\varphi - \partial_y \varphi &= \psi, \quad \partial_y \varphi|_{y=0} = 0, \\
p - \partial_z p &= \varphi, \quad \partial_z p|_{z=0} = 0,
\end{align*}
\]

then \( Ap = f \). Moreover the bilinear form \( a : D(A) \times D(A) \ni (p, q) \mapsto \int_{\Omega} qAp \, d\mathbf{x} \in \mathbb{R} \) satisfies (2.4).

Proof. The existence and uniqueness of \( \psi, \varphi, \) and \( p \) in \( \{r \in L^2(\Omega), \partial_x r \in L^2(\Omega), \partial_y r|_{y=0} = 0, \{r \in L^2(\Omega), \partial_z r \in L^2(\Omega), \partial_x r|_{x=0} = 0, \} \}
and \( \partial_z r|_{z=0} = 0 \), respectively, is a simple consequence of the Lax–Milgram lemma. By proceeding by elimination, it is clear also that \( Ap = f \) and \( p \) is a member of \( D(A) \).

Let us now prove (2.4). Let \( q \) be a member of \( D(A) \), then

\[
\begin{align*}
\int_{\Omega} qAp \, d\mathbf{x} &= \int_{\Omega} (q(1 - \partial_x)p) \, d\mathbf{x} \\
&= \int_{\Omega} (q(1 - \partial_y)) \varphi + \partial_x q(1 - \partial_y) \varphi) \, d\mathbf{x} \\
&= \int_{\Omega} (q \varphi + \partial_x q(\partial_x \varphi + \partial_x q(1 - \partial_y) \varphi) \, d\mathbf{x} \\
&= \int_{\Omega} (q \varphi + \partial_x q(\partial_x \varphi + \partial_x q(1 - \partial_y) \varphi) \, d\mathbf{x} \\
&= \int_{\Omega} \partial_x q(x, 1, z) \partial_x \varphi(x, 1, z) \, d\mathbf{x} \\
&+ \int_{\Omega} \partial_x q(x, 0, z) \partial_x \varphi(x, 0, z) \, d\mathbf{x}
\end{align*}
\]

The boundary terms are zero since the two boundary conditions \( \partial_x \varphi(x, 1, z) = 0 \) and \( \partial_x \varphi(x, 0, z) = 0 \) for all \( x, z \in (0, 1)^2 \) imply that \( \partial_x \varphi(x, 1, z) = 0 \), and \( \partial_x \varphi(x, 0, z) = 0 \). As a result,

\[
\begin{align*}
\int_{\Omega} qAp \, d\mathbf{x} &= \int_{\Omega} (q(1 - \partial_x)p) \, d\mathbf{x} \\
&= \int_{\Omega} (q \varphi + \partial_x q(\partial_x \varphi + \partial_x q(1 - \partial_y) \varphi) \, d\mathbf{x} \\
&= \int_{\Omega} (q \varphi + \partial_x q(\partial_x \varphi + \partial_x q(1 - \partial_y) \varphi) \, d\mathbf{x} \\
&= \int_{\Omega} (q \varphi + \partial_x q(\partial_x \varphi + \partial_x q(1 - \partial_y) \varphi) \, d\mathbf{x} \\
&= \int_{\Omega} \partial_x q(x, 1, z) \partial_x \varphi(x, 1, z) \, d\mathbf{x} \\
&+ \int_{\Omega} \partial_x q(x, 0, z) \partial_x \varphi(x, 0, z) \, d\mathbf{x}
\end{align*}
\]

The symmetry and the \( H^1 \)-coercivity of the bilinear form \( a \) are now evident.

Let \( N := T/\Delta t \), and for any norm \( ||.||_E \) let us introduce the following notation:

\[
||g||_{E(0,T,E)} := \Delta t \sum_{n=1}^N ||g(t^n, \cdot)||_E, \quad ||g||_{E(0,T,E)} := \max_{0 \leq t \leq N} ||g(t^n, \cdot)||_E.
\]

(2.12)

We define the negative norm \( ||.||_{-1} \) as follows:

\[
||f||_{-1} := \sup_{0 \neq g \in H^1(0,T,E)} \frac{\langle f, g \rangle}{||g||_{E}}.
\]

(2.13)

We are now in position to prove the main result of this section:

Proposition 2.3. Assume that the solution to (2.1) is smooth enough with respect to time and space that (2.4) holds. Then the solution to (2.7), (2.16), (2.9), with \( p = 0 \), satisfies the following stability estimate for all \( T > 0 \):

\[
||u||_{L^2(0,T;L^2)} + \Delta t \|\nabla \mathbf{u}\|_{L^2(0,T;L^2)} + \Delta t^2 \|\frac{\partial}{\partial T} (\mathbf{u} - \partial_T \mathbf{u})\|_{L^2(0,T;L^2)} \leq \|u||_{L^2(0,T;L^2)} + \sqrt{\Delta t} \|\nabla (u - \partial_T \mathbf{u})\|_{L^2(0,T;L^2)} \leq c \Delta t.
\]

(2.14)
Proof. The direction splitting technique which is used to solve the momentum Eq. (2.8) is non-essential and certainly not original. The original part of the present work is the introduction of the direction splitting for computing the pressure update (2.9). To avoid mixing the two issues and to simplify the presentation, we are going to make the stability analysis assuming that the momentum equation is solved without direction splitting, i.e., we replace (2.8) by the Euler time stepping:

$$\frac{u^{n+1} - u^n}{\Delta t} - v \Delta u^{n+1} + \nabla p^{n+1/2} = f, \quad u|_{\partial \Omega} = 0. \quad (2.16)$$

The error and stability analysis of the fully split algorithm is done in details in [11].

We multiply (2.16) by $2\Delta t u^{n+1}$ and integrate over $\Omega$, then using the identity $2(a \cdot b) = \|a\|^2 + \|b\|^2 - \|a - b\|^2$ we obtain

$$\|u^{n+1}\|_H^2 + \|u^n\|_H^2 - \|u^{n+1} - u^n\|_H^2 + 2\Delta t v \|\nabla u^{n+1}\|_L^2 = 2\Delta t \int_\Omega f \cdot u^{n+1} \, dx.$$  

(2.17)

Now we use Lemma 2.2 to deduce that $p^{n+1} \in D(A)$ solves the following problem:

$$a\left(p^{n+1}, q\right) = -\Delta \left(\nabla \cdot p^{n+1}, q\right), \quad \forall q \in D(A). \quad (2.18)$$

Using $2\Delta t p^{n+1/2}$ as a test function together with the fact that $a(\cdot, \cdot)$ is symmetric and coercive in $H_0^1(\Omega)$ we infer that

$$-2\Delta \left(\nabla \cdot u^{n+1}, p^{n+1/2}\right) = 2\Delta t^2 a\left(p^{n+1/2}, p^{n+1/2}\right) = \Delta t^2 \left(\|p^{n+1/2}\|_A^2 + \|p^{n+1/2} - p^{n+1/2}\|_A^2\right).$$

(2.19)

We now seek a control on $\|p^{n+1/2} - p^{n+1/2}\|_A^2$ by subtracting (2.18) at time $t^n$ to (2.18) at time $t^{n+1}$ and by testing the result with $\Delta t\left(p^{n+1/2} - p^{n+1/2}\right)$, we obtain

$$\Delta t \|p^{n+1/2} - p^{n+1/2}\|_A^2 = -\left(\nabla \cdot (u^{n+1} - u^n) \cdot p^{n+1/2} - p^{n+1/2}\right) = \left(\nabla \left(u^{n+1} - u^n\right) \cdot \nabla \left(p^{n+1/2} - p^{n+1/2}\right)\right) \leq \|u^{n+1} - u^n\|_L^2 \|\nabla \left(p^{n+1/2} - p^{n+1/2}\right)\|_L^2.$$  

(2.20)

Remark 2.3. The advection part of the momentum equation can be discretized by various explicit methods. We use a second order Adams–Bashforth method in the numerical tests reported at the end of the paper. Another possible option could be to use a semi-implicit procedure which can be combined with the direction splitting of the momentum equation. We conjecture that this procedure would probably enhance the stability of the overall algorithm when solving the Navier–Stokes equations.

Remark 2.4. The operators $A = \left(\frac{1}{\kappa} - \beta_i \partial_{x_i}\right)\left(\frac{1}{\kappa} - \beta_j \partial_{x_j}\right)$ in two space dimensions and $A = \left(\frac{1}{\kappa} - \beta_i \partial_{x_i}\right)\left(\frac{1}{\kappa} - \beta_j \partial_{x_j}\right)\left(\frac{1}{\kappa} - \beta_k \partial_{x_k}\right)$ in three space dimensions satisfy the property (2.4) for all positive real numbers $\beta_i$, $\beta_j$, $\beta_k$. The stability and error analysis developed in the present paper holds true for this class of operators as well. There may exist sets of coefficients that make the method optimal in some sense, but we have not explored this possibility yet. All the numerical results reported in Section 5 have been obtained with $\beta_i = \beta_j = \beta_k = 1$.

3. Direction splitting/preconditioning/FFT

In this section we discuss the merits of the present approach compared to various preconditioning techniques for solving the Poisson equation.

3.1. Connection with previous works

Starting with the 1955 seminal article of Peaceman and Rachford [20], direction splitting methods have since then been used extensively for solving parabolic equations. The reader is referred to the book of Marchuk [19] for a review.

Applying direction splitting to the Navier–Stokes equations is not a new idea either. For instance, in [25, Section 3.7.2], Temam studies a projection method where the solution of the momentum equation is obtained using direction splitting and the incompressibility constraint is enforced by means of a Poisson equation. Stability and convergence of the scheme are proved therein but no error estimates are provided. Lu et al. show in [17, 18] that the scheme proposed by Temam is indeed $C(\tau)$ accurate, $\tau$ being the time-step.

Our work differs from that of Temam and Lu et al. mainly in two directions. First, we abandon the projection paradigm and adopt instead the direction splitting strategy for the computation of the pressure-correction as well. This renders the method extremely fast and massively parallelizable. Second, we provide higher-order error estimates for the proposed scheme, and we show that the so-called standard version of the scheme is $C(\tau^2)$-accurate in all quantities irrespective of the space dimension. We show also that the rotational version is $C(\tau^3)$-accurate in two space dimensions. Numerical experiments show that the result holds true in three space dimensions and the actual convergence rates are higher than those inferred theoretically.

3.2. Direction splitting vs. preconditioning

The computational complexity per time step of a traditional projection method (either in pressure or velocity correction) is that of solving one vector-valued advection–diffusion equation plus one scalar-valued Poisson equation equipped with Neumann boundary conditions. For large size three-dimensional problems and large Reynolds numbers, the cost of solving the Poisson equation becomes dominant. One possibility to address this issue consists of designing preconditioners for the Poisson equation. The multigrid approach is probably one of the most optimal in this respect. The
downside of most preconditioners though, including multigrid, is that they are not easy to parallelize, which is not the case of the present splitting method. The proposed technique requires the solution of only two (in 2D) or three (in 3D) one-dimensional boundary-value problems for the pressure. If the one-dimensional problems are discretized by means of second-order finite differences, the resulting linear systems are three-diagonal and can be solved very efficiently on very large parallel clusters. If higher-order discretizations are employed, the resulting linear systems have more diagonals but these diagonals are next to each other and therefore the solution of such systems can be obtained very efficiently with a parallel direct method based on a Schur complement technique.

The method that we propose in this paper bears similarities to some preconditioning techniques of the Poisson equation that are based on direction splitting. It is indeed possible to solve the Poisson equation as the steady limit of the heat equation which in turn can be solved by a direction splitting procedure (see [28, 19] for details). A recent parallel procedure for the Navier–Stokes equations based on such an approach for solving the Poisson problem is described in [1], see also [3]. In the present paper we go one step further and instead of using the direction splitting to precondition the Pressure Poisson equation, we approximate the pressure by just one application of a direction splitting operator and we prove that the resulting method is indeed stable and convergent.

3.3. Direction splitting vs. Poisson + FFT

The pressure update defined in (2.9) is significantly easier to compute than that given by the usual Poisson equation arising at the projection step of any projection schemes. Of course, one can argue that the pressure Poisson equation can be very efficiently solved using a Fast Fourier Transform (FFT) and therefore we now compare the two techniques.

The convergence analysis presented below (see Theorem 4.2) and in [11] and the numerical results reported in Section 5 show that, under mild regularity conditions, the time accuracy of the direction splitting algorithm is of the same order as that of the equivalent projection scheme. In conclusion, the present approach is not less accurate than the usual projection scheme.

Denoting $N$ the total number of grid points in $\Omega$ and assuming that (2.9) is solved by using second-order finite differences on a Cartesian grid, the discrete version of (2.9) can be solved in $O(N)$ operations per time step whereas using FFT requires $O(N \log(N))$ operations per time step. In conclusion, the complexity of solving (2.9) with second-order finite differences is smaller than solving the Poisson equation with FFT.

The most significant advantage of the proposed direction splitting approach over the Poisson equation solved with FFT becomes evident when one compares the scalability of each algorithm when implemented on a distributed memory cluster, which seems to be the current trend in parallel computing. For simplicity let us assume that we have a cubic domain containing $N$ grid points and that we employ $P$ processors. A natural way of distributing the grid points when solving (2.9) consists of dividing the processors into a cubic Cartesian set of $P^{1/3}$ processors in each direction so that each processor contains $n^3$ grid points, where $n = (N/P)^{1/3}$. The amount of data exchange per processor (per linear solve) for the direction splitting algorithm is $O(N/P)^{1/3}$ (see Section 5.4). The situation is slightly different if one solves the Poisson equations by using FFT. To the best of our knowledge, the current parallel FFT methods distribute the data in a two-dimensional fashion, that is to say the data is distributed in parallelepipeds each containing $N^{1/3} \times m^2$ grid points where $m = N^{1/3}/P^{1/2}$ (see e.g., [23]). Then each processor needs to exchange $3(N^{1/3} - m)m^2 = 3\left(1 - \frac{1}{\sqrt{P}}\right)N/P$ values. The quantity $3\left(1 - \frac{1}{\sqrt{P}}\right)N/P$ is significantly larger than $6(N/P)^{2/3}$ when $N/P$ is large. For instance if $N/P = 10^6$, then $\frac{3}{2}(N/P)^{2/3} = 50$; in this case the FFT involves 50 times more communications than solving (2.9) with a Schur complement technique. This implies that solving (2.9) instead of solving the Poisson equation with FFT allows to utilize a larger number of processors and to solve larger problems than with FFT since the processors can be arranged in a 3D rather than in a 2D Cartesian fashion. In conclusion, the weak scalability of solving (2.9) is better than that of solving the Poisson equation with FFT.

4. Higher-order variants

It is well known that the time accuracy of the Chorin–Temam scheme is limited and yields error estimates similar to those stated in Proposition 2.1. The purpose of this section is to introduce higher-order versions of the method by using the arsenal of the incremental schemes (see e.g., [26] for the so-called rotational variants and [12] for a complete review).

4.1. Singular perturbation analysis

Virtually all currently known incremental pressure-correction schemes are more or less semi-discrete versions of the following singular perturbation of (2.1):

$$\begin{cases}
\partial_t u_1 - v \Delta u_1 + \nabla p_1 = f & \text{in } \Omega \times [0, T], \quad u_1|_{\partial \Omega \times [0, T]} = 0, \quad u_1|_{t=0} = u_0, \\
-\Delta \Delta \phi_1 + \nabla \cdot u_1 = 0 & \text{in } \Omega \times [0, T], \quad \partial_t \phi_1|_{\partial \Omega \times [0, T]} = 0, \\
\Delta \phi_1|_{t=0} = \phi_1 = \chi \nabla \cdot u_1, \quad p_1|_{t=0} = p_0.
\end{cases}$$ (4.1)

where $\Delta$ is the perturbation parameter (i.e., $\epsilon := \Delta t$) and $\chi \in [0, 1]$ is an adjustable parameter. This problem has been analyzed in [15, Section 3.1] and [14, Section 3.1] and $u_1$ has been shown therein to be a $O(\Delta^2 t)$ perturbation of $u$ in the $L^2$-norm and a $O(\Delta^2 t)$ perturbation for all $0 < \chi < 1$.

We now introduce a generalization of (4.1) which allows for direction splitting by considering the following alternative $O(\Delta^2 t)$-perturbation of (2.1):

$$\begin{cases}
\partial_t u_1 - v \Delta u_1 + \nabla p_1 = f & \text{in } \Omega \times [0, T], \quad u_1|_{\partial \Omega \times [0, T]} = 0, \quad u_1|_{t=0} = u_0, \\
\Delta \Delta \phi_1 + \nabla \cdot u_1 = 0 & \text{in } \Omega \times [0, T], \quad \phi_1 \in D(A), \\
\Delta \phi_1|_{t=0} = \phi_1 = \chi \nabla \cdot u_1, \quad p_1|_{t=0} = p_0.
\end{cases}$$ (4.2)

Proposition 4.1. Assume that the solution to (2.1) is smooth enough with respect to time and space that (2.4) holds, then the solutions to (4.1) and (4.2) both satisfy the following estimates

$$\|u - u_1\|_{L^2(\Omega) \cap H^1(\Omega)} \leq C \Delta t,$$

if $\chi = 0$. (4.3)

$$\|u - u_1\|_{L^2(\Omega) \cap H^1(\Omega)} \leq C \Delta^2 t,$$

if $\chi \in (0, 1]$. (4.4)

Remark 4.1. When $A = -\Delta_\phi$ and $\chi \in (0, 1]$ it is known that $u_1$ is a $O(\Delta^2 t)$ perturbation of $u$ in the $L^2$-norm. Whether the $O(\Delta^2 t)$ perturbation estimate holds in general (i.e., when $A$ induces a norm which is not equivalent to the $H^1$-norm) is an open question, although numerical tests seem to show that it should hold. The main problem one encounters when trying to prove this estimate is that the duality argument which is usually used to prove second-order accuracy on the velocity in the $L^2$-norm (see [14]) does not easily generalize when the bilinear form $a$ is not bounded in $H^1$, see [11].
4.2. Formulation of the scheme

We now describe an algorithm based on (4.2) that uses the direction splitting operator $A$ defined in (2.10) and (2.11).

4.2.1. Pressure predictor

Denoting $p_0$ the pressure field at $t = 0$, the algorithm is initialized by setting $p^{1/2} = p^{1/2} = p_0$. Then for all $n > 0$ a pressure predictor is computed as follows:

$$p^{n+1/2} = p^{n-1/2} + \phi^{n+1/2}. \quad (4.5)$$

4.2.2. Velocity update

The velocity is updated by proceeding exactly as in the nonincremental version of the algorithm described in Section 2.3.2. The velocity field is initialized by setting $u^0 = u_{00}$ and for all $n > 0$ the velocity update is computed by solving the following series of one-dimensional problems:

$$\begin{align*}
\frac{\partial \psi^{n+1} - \psi^n}{\Delta t} - \nu \psi^{n+1} + \nabla \cdot \psi^{n+1} - f\left(\psi^{n+1}\right), & \quad \psi^n_{|_{\partial x}} = 0, \\
\frac{\partial^n - \psi^{n+1}}{\Delta t} - \frac{\nu}{2} \partial_x^n (\psi^{n+1} - \psi^n) = 0, & \quad \psi^{n+1}_{|_{x=0.1}} = 0, \\
\frac{\partial^n - \psi^{n+1}}{\Delta t} - \frac{\nu}{2} \partial_x^n (\psi^{n+1} - \psi^n) = 0, & \quad \psi^{n+1}_{|_{x=0.1}} = 0.
\end{align*} \quad (4.6)$$

4.2.3. Penalty step

The intermediate parameter $\phi^0$, introduced in (4.2), is approximated by solving $A_0 \phi^{n+1} = -\frac{\nu}{2} \nabla \cdot \psi^{n+1}$. Owing to the definition of the direction splitting operator $A$, this is done by solving the following series of one-dimensional problems:

$$\begin{align*}
\psi - \partial_x \psi &= -\frac{1}{\Delta t} \nabla \cdot \psi^{n+1}, \quad \partial_x \psi_{|_{x=0.1}} = 0, \\
\phi - \partial_y \phi &= \psi, \quad \partial_y \phi_{|_{y=0.1}} = 0, \\
\phi^{n+1} - \phi^{n+1}_{|_{x=0.1}} &= \phi, \quad \partial_x \phi^{n+1}_{|_{x=0.1}} = 0.
\end{align*} \quad (4.7)$$

4.2.4. Pressure update

The last sub-step of the algorithm consists of updating the pressure as follows:

$$p^{n+1/2} = p^{n-1/2} + \phi^{n+1/2} - \frac{\Delta t}{2} \nabla \cdot \psi^{n+1}. \quad (4.8)$$

We say that the algorithm is in standard incremental form when we choose $\chi = 0$ and the algorithm is in rotational incremental form when we choose $\chi \in (0,1]$.

4.3. Stability and error analysis

To simplify the notation we now define the following time-increment operator:

$$\begin{align*}
\delta p^{n+1/2} &= p^{n+1/2} - p^{n-1/2}, \\
\delta^2 p^{n+1/2} &= p^{n+1/2} - 2p^{n-1/2} + p^{n-1/2}. \quad (4.9)
\end{align*}$$

We also denote $\mathbf{u}$ the sequence whose generic term is $\mathbf{u}^{n+1} = \frac{1}{2} (\mathbf{u}^{n+1} - \mathbf{u}^n)$. The main result of this section is the following:

**Theorem 4.2.** Assume that the solution to (2.1) is smooth enough with respect to time and space and that (2.4) holds. There exist $c_1$, uniform in $\Delta t$, so that for all $T$ and all $\chi \in [0,1]$ the solution to (4.5)–(4.8), with $\nu = p = 0$, satisfies the following stability estimate:

$$|||\mathbf{u}^{n+1}|||^2 + \nu |||\nabla \mathbf{u}^{n+1}|||^2 \leq c_1 (|||\mathbf{u}^{n}|||^2 + \Delta t^2 |||\mathbf{f}(x,t)|||^2 + \nu \Delta t |||\nabla \mathbf{u}^{n}|||^2 + |||\mathbf{f}(x,t)|||^2).$$

For all $T$ there is $c_2$, uniform in $\Delta t$, so that

$$|||\mathbf{u} - \mathbf{u}^{n+1}|||^2 + \nu |||\nabla \cdot (\mathbf{u} - \mathbf{u}^{n+1})|||^2 \leq c_2 \Delta t, \quad \text{if } \chi \in (0,1].$$

**Proof.** We are going to prove (4.10) for $\chi = 0$ and $f = 0$ only. The full proof of the theorem is given in [11]. To avoid mixing issues and to avoid technicalities we assume again that the momentum equation is not split, i.e., we replace (4.6) by

$$\mathbf{u}^{n+1} - \mathbf{u}^n = \frac{\Delta t}{2} \nu (\nabla \mathbf{u}^{n+1} + \mathbf{u}^n) + \nabla \cdot \mathbf{u}^{n+1} = 0, \quad \mathbf{u}^n_{|_{\partial x}} = 0. \quad (4.13)$$

We multiply (4.13) by $2\Delta t \mathbf{u}^{n+1}$, integrate over $\Omega$, and use the identity $2(a-b,c) = |a|^2 + |b|^2 - |a-b|^2$ to obtain

$$|||\mathbf{u}^{n+1}|||^2 + |||\mathbf{u}^{n+1} - \mathbf{u}^n|||^2 \leq \frac{1}{4} \Delta t \nu (|||\nabla \mathbf{u}^{n+1}|||^2 + 4 |||\nabla \mathbf{u}^{n+1}|||^2).$$

Now we use Lemma 2.2 to deduce that the pressure correction $(p^{n+1} - p^{n-1}) \in D(A)$ solves the following problem for $n \geq 0$ and $\chi = 0:

$$a(p^{n+1} - p^{n-1}, q) = -\Delta t \nu (\nabla \cdot \mathbf{u}^{n+1}, q), \quad \forall q \in D(A). \quad (4.15)$$

Using $2\Delta t^2 \mathbf{u}^{n+1} := 2\Delta t^2 (2p^{n+1} - p^{n-1})$ as a test function together with the fact that $a(\cdot, \cdot)$ is symmetric and coercive in $H^1(\Omega)$, we infer that

$$2\Delta t^2 a(p^{n+1} - p^{n-1}, q) = 2\Delta t^2 a(\delta p^{n+1}, p^{n+1}),$$

and.

This then implies that

$$2\Delta t \nu (\nabla \cdot \mathbf{u}^{n+1}, p^{n+1}) = \Delta t^2 \nu (\delta^2 p^{n+1}, p^{n+1}). \quad (4.16)$$

We now seek a control on $|||\delta^2 p^{n+1}|||^2$ by subtracting (4.15) at time $t + \nu$ from (4.15) at time $t$ and by testing the result with $A \delta^2 p^{n+1}$, we obtain

$$\Delta t \nu (\delta^2 p^{n+1}, p^{n+1}) = (\mathbf{u}^{n+1} - \mathbf{u}^n, \nabla \delta^2 p^{n+1}) \leq |||\mathbf{u}^{n+1} - \mathbf{u}^n|||^2 \nu |||\nabla \delta^2 p^{n+1}|||^2.$$
The desired result is obtained by summing (4.17) over the time levels from 0 to N − 1.

Remark 4.2. The stability analysis of the above algorithm with the pressure predictor 2pn + 1/2 (as announced in [9]) reveals that the algorithm is stable for \( \nu \in [0, \nu_0) \) for some \( \nu_0 \) small enough. Our numerical tests have revealed that \( \nu_0 \) depends on the space discretization and is \( \nu_0 \approx 0.6 \) for the MAC scheme. The stability analysis of the algorithm using the pressure predictor \( pn + \phi^{n+1/2} \) shows that the algorithm is stable for all \( \nu \in [0, 1] \) (see [11]). This shows that the pressure predictor \( pn + \phi^{n+1/2} \) should be preferred to \( 2pn^{n+1/2} \).

5. Numerical results

We report in this section numerical tests illustrating the performance of the algorithm described above. The tests are made in two and three space dimensions using second-order central differences on a MAC stencil. Weak scalability tests reported in Section 5.4 show that the method scales very well.

5.1. Convergence tests

The algorithm (4.5)–(4.8) is tested numerically on the following smooth solution of the unsteady Stokes equations (with the source term chosen properly):

\[
\begin{align*}
\mathbf{u} &= (\sin x \sin (y + t), \cos x \cos (y + t)), \\
p &= \cos x \sin (y + t).
\end{align*}
\] (5.1)

The problem is solved in \( \Omega = (0, 1) \times (0, 1) \), for \( 0 \leq t \leq T := 2 \) with Dirichlet boundary conditions (given by the pointwise values of the exact solution). The initial condition is the exact solution at \( t = 0 \). The accuracy of the incremental algorithm in standard and rotational forms is measured on four uniform meshes \( 40 \times 40, 80 \times 80, 160 \times 160, \) and 1000 \( \times \) 1000, with \( \Delta t \in \{0.00625, 0.0125, 0.025, 0.05, 0.1\} \). The rotational version of the method is obtained by setting \( \chi = 1 \). The \( L^2 \)-norm of the error on the velocity and the
\[ L^2 \text{-norm of error on the pressure at } T = 2 \text{ are shown in Fig. 5.1 for the rotational form of the scheme and in Fig. 5.2 for the standard one.} \]

Since the velocity is computed on the MAC grid and the grid points for the two Cartesian components are staggered, the error is computed by averaging the Cartesian components at the center of each square cell. This does not spoil the spatial error since the averaging is second-order accurate.

The left panels in Figs. 5.1 and 5.2 demonstrate second-order convergence in space on the \[ L^2 \text{-norm of velocity and the } L^2 \text{-norm of the pressure at small time steps (} \Delta t = 0.0007825 \text{) and relatively coarse grids (} h = 1/40 - h = 1/160 \text{) where the spatial error dominates. At larger time steps the convergence in time is very close to second-order.} \]

In order to quantify the convergence rate with respect to \( \Delta t \), we present in the right panels of Figs. 5.1 and 5.2 the \[ L^2 \text{-norm of the error on the velocity and the } L^2 \text{-norm of the error on pressure on a relatively fine grid (} h = 0.001 \text{) where the spatial error dominates. At larger time steps the convergence in time is very close to second-order.} \]

In order to quantify the convergence rate with respect to \( \Delta t \), we present in the right panels of Figs. 5.1 and 5.2 the \[ L^2 \text{-norm of the error on the velocity and the } L^2 \text{-norm of the error on pressure on a relatively fine grid (} h = 0.001 \text{) where the spatial error dominates. At larger time steps the convergence in time is very close to second-order.} \]

The situation is slightly different for the pressure. The convergence rate in time on the \[ L^2 \text{-norm of the pressure is close to } \frac{3}{2} \text{ for the standard form of the algorithm and close to } 2 \text{ for the rotational form. In all the cases the observed convergence rates in time are higher than that those stated in Theorem 4.2;} \]

5.2. 2D driven cavity

We now compute the solution to the well known lid-driven cavity problem in \( \Omega = (0,1)^2 \), using (4.5)–(4.8) with \( \chi = \frac{1}{2} \). (The steady state is independent of \( \chi \).) Note that the purpose of this test is solely meant to show that long time integration of (4.5)–(4.8) is convergent. Accurate time-marching schemes are not CPU efficient to compute steady-state solutions when compared to well-tuned Newton-based steady-state solvers. In all the cases shown below the computation starts with zero initial data and the horizontal component of the velocity is set to one on the lid.

We show in Fig. 5.3 the horizontal velocity profile along the vertical line \( x = \frac{1}{2} \) at \( Re = 1000 \) (left panel) and \( Re = 5000 \) (right panel). We compare our results obtained on a uniform grid composed of \( 5000 \times 5000 \) grid points with the results of [6] which have been computed on a uniform grid of \( 600 \times 600 \) grid points. Both sets of results are close to each other. Our results match those of [6] up to the fourth digit and those of [4] up to the fifth digit at \( Re = 1000 \).

5.3. 3D driven cavity

The final validation test consists of solving the three-dimensional flow in a lid-driven cavity in \( \Omega = (0.1) \times (0.1) \times (0.2) \). Denoting \( x, y, z \) the Cartesian coordinates, the driving lid is the side
wall at $x = 1$. This flow has been studied by Guermond et al. [8] at $Re = 1000$. [8] presents both experimental and computational results at various times after the impulsive start.

We present in the left panel of Fig. 5.4 the graph of the horizontal component of the velocity along the vertical line in the plane $z = 1$ passing through $x = 0.5, y = 0.5, z = 1$ at $t = 4$ and the vertical component of the velocity along the horizontal line passing through the same point and in the same plane at $t = 4$ also. The results obtained with (4.5)-(4.8) are shown in dashed lines. The numerical results from [8] are shown in dotted lines, and the experimental results reported in [8] are shown with symbols ×. The results shown in this figure have been produced using the rotational version of the algorithm with $\chi = 0.5$, on a non-uniform cosine-type grid as defined in [8]. The grid consists of $80 \times 80 \times 160$ grid cells. The computational results from [8] are produced on a $P_2 - P_1$ finite element cosine-type grid and containing $39 \times 39 \times 60$ hexahedra each subdivided into five tetrahedra. The solver used in [8] is the standard version of the incremental pressure correction scheme with a semi-implicit treatment of the advection terms.

A very detailed benchmark solution of this flow using (4.5)-(4.8) with $\chi = 1$ and grids consisting of up to $2 \times 10^9$ grid points will be presented in a forthcoming paper (see [10]); these computations reveal that the results (dashed lines) shown in the left panel of Fig. 5.4 are very close to the converged solution.

We show in center and right panels of Fig. 5.4 the flow streamlines in the plane $z = 1$ at $t = 8$. The computational solution is shown in the center panel and the experimental streamlines from [8] are shown in the right panel. We observe that the position of the centers of the vortices in the two pictures are in a very good agreement.

5.4. Parallel implementation

The algorithm (4.5)-(4.8) has been implemented in a parallel code using MPI. The space approximation is done using second-order central differences on a MAC stencil. The parallelization is based on a Cartesian block decomposition of $\Omega$ with equal number of grid points in each block.

Once approximated in space, all the one-dimensional linear problems give rise to tridiagonal linear systems. We have chosen to solve these systems by means of a Schur complement technique based on the unknowns located at the interfaces between the subdomains. The only communications between subdomains that are
This shows that the weak scalability of the algorithm is reasonable considering that no attempt had been made to hide the communications or to optimize the code.

The strong scalability performance of the algorithm is illustrated in Fig. 5.5. The speedup on p processors is defined as the ratio of the CPU time necessary to solve the problem on one processor divided by the CPU time needed to solve it on p processors. We show the speedup on up to 1000 processors for a Navier–Stokes problem discretized on grid composed of $400 \times 400 \times 400 = 64 \times 10^6$ nodes. The computations have been done over ten time steps with 1,64,512 and 1000 processors. Fig. 5.5 shows that our direction splitting code has a speedup close to the ideal speedup on up to 1000 processors.

6. Conclusions

We have proposed a new class of splitting schemes generalizing the pressure-correction methods for the incompressible Navier–Stokes equations. The main idea consists of replacing the Laplace operator in the pressure-correction step by a more general symmetric positive definite operator. This new idea allowed us to introduce a splitting technique based entirely on direction splitting. One striking feature of this new algorithm is that it has the same stability and convergence properties as the pressure-correction method, either in standard or rotational form. When combined with a second-order central difference scheme for the second derivatives, the algorithm only requires the solution of tridiagonal linear systems, independently of the dimensionality of the problem. Therefore, this new algorithm is computationally very efficient, with a computational complexity of the same order as that of an explicit scheme, and yet, unconditionally stable. This scheme is particularly convenient for parallel implementation and demonstrates excellent weak and strong scalability up to 1024 processors.

As described in this paper, the direction splitting algorithm can be applied only to problems posed in simple domains that are composed of the union of parallelepipeds whose faces are parallel to the coordinate axes. This setting is nevertheless appropriate for a large class of problems in science and engineering. We are thinking in particular of academic problems that can be solved in simple geometries e.g., simulation of turbulent flows in the atmosphere and in the ocean, stratified flows, variable density flows, combustion, solution of subgrid problems as part of an homogenization procedure, etc. We believe also that the algorithm can also be applied to problems posed in more complex geometries. This can be done for instance by combining it with a fictitious domain formulation as that described in [27] or and immersed boundary formulation like that of Peskin [21]. Another option could be to use penalty methods as in [2] or a boundary fitting technique using directional grid adjustment as in [7]. The authors have started exploring the possibility of using directional grid adjustment for the Dirichlet boundaries and have observed that the resulting scheme is unconditionally stable and convergent for the time-dependent Stokes problem. These results along with the stability and convergence analysis of this adaptive algorithm will be reported elsewhere.
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Table 5.1

<table>
<thead>
<tr>
<th># proc</th>
<th>2.710⁶ nds/proc</th>
<th>2.1610⁶ nds/proc</th>
<th>10⁶ nds/proc</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 x 1 x 1</td>
<td>0.056 s</td>
<td>0.41 s</td>
<td>2.0 s</td>
</tr>
<tr>
<td>8 x 8 x 8</td>
<td>0.077 s</td>
<td>0.54 s</td>
<td>2.3 s</td>
</tr>
<tr>
<td>8 x 8 x 16</td>
<td>0.094 s</td>
<td>0.55 s</td>
<td>2.34 s</td>
</tr>
</tbody>
</table>