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Abstract. This paper is concerned with the implementation of spatially discrete versions of Chorin–Temam’s projection methods. The emphasis is put on the projection step, which enforces incompressibility. Three types of variational approximations are reviewed. Unconditional error estimates of order one and conditional error estimates of order two are given. Numerical simulations confirm these estimates. The effectiveness and accuracy of a projection algorithm is tested by comparing it with a Uzawa technique. Numerical tests on the driven cavity problem at high Reynolds numbers are reported.

1 INTRODUCTION

This paper is concerned with approximation properties of a class of fractional step techniques known as Chorin–Temam projection methods [3] [17]. These techniques have been proposed for approximating in time the unsteady incompressible Navier–Stokes equations. They are devised to avoid the coupling between the pressure and the velocity that is implied by the incompressibility constraint: \( \text{div} v = 0 \). The basic idea consists in devising time marching procedures that uncouple viscous and incompressibility effects; the consequence of this splitting being that at each time step an otherwise hard-to-solve generalized Stokes problem is replaced by two simpler problems. These techniques are very efficient and have probably “been the first numerical schemes enabling a cost-effective solution of three-dimensional time-dependent problems” (cf. Quartapelle [13, p. 177]). Although these techniques have long been used for calculating steady-state solutions to Navier–Stokes equations, they are now regaining their status as true time marching procedures for calculating time-dependent incompressible viscous flows. Their simplicity and efficiency render them particularly attractive to the CFD community (see e.g. [2], [4], [6], [7], [12], [14], [19]). This renewed interest for time-dependent solutions to Navier–Stokes equations is prompted by the increasing capacities of computers and the success of large eddy theories which recognize that unsteadiness of large eddies should be well predicted whereas smaller scales can (reasonably) be filtered.

Since its initial appearance, the projection method has been implemented with various types of spatial approximations and the fractional steps have been modified in order to improve the overall accuracy of the scheme. Though the stability of this method and its modified versions can generally be proven quite easily when space variables are continuous (see e.g. [8] [15] [16]), the stability and convergence of their discrete counterparts are often overlooked in the literature (see e.g. [7] [18] for a review on these problems).

This paper is organized as follows. In §2, we analyze three discrete projection schemes. For the first one the provisional velocity and the corrected one are approximated in the same space; that is, the corrected velocity satisfies a Dirichlet condition. This scheme is shown to be efficient for finite element approximations. In the second scheme, only the normal component of the end-of-step velocity is constrained. In the third algorithm, the projection step is formulated as a Poisson problem supplemented with a Neumann boundary condition. This technique is probably the easiest to implement, for it avoids a mass matrix problem that plagues the two others. In §3, we present numerical tests that demonstrate that projections schemes achieve second order accuracy at a lower cost than the classical Uzawa technique. In §4 numerical tests on the driven cavity are reported.

2 THE DISCRETE PROJECTION

2.1 Three possible schemes

Let \( X \) and \( M \) be respectively internal stable and convergent approximations of \( H_0^1(\Omega) \) et \( L^2(\Omega) / R \). Let \( A_X : X \longrightarrow X' \) so that \( (A_Xv,w) = ( \nabla v, \nabla w ) \) and \( B_X : X \longrightarrow M \) so that \( (B_Xv,q) = - ( \text{div} v, q ) \). \( B_X \) is not systematically assumed to be onto. In order to simplify the presentation we assume that the convective non-linear terms in the Navier–Stokes equations have been linearized and we are interested in time approximations of the following model problem by means of fractional step techniques: for \( f \in L^2(0,T,X') \) and \( v_0 \in \text{ker}(B_X) \), find
\( u \in L^2(0,T;X) \) and \( p \in L^2(0,T;M) \) so that

\[
\begin{aligned}
\begin{cases}
\frac{\partial u}{\partial t} + A_X u + B'_X p &= f \\
B_X u &= 0 \\
\|u\|_p &= \nu_c
\end{cases}
\end{aligned}
\]  \hspace{1cm} (2.1)

If \( B_X \) is onto, a possible scheme consists in approximating the predicted (viscous) and the corrected (projected) velocities in the same space, namely \( X \). The prediction (diffusion) step is: find \( \tilde{u}_{k+1} \in X \) so that

\[
\frac{\tilde{u}_{k+1} - u_k}{\delta t} + A_X \tilde{u}_{k+1} = f_{k+1} - B'_X p_{k}.
\]  \hspace{1cm} (2.2)

The correction (projection) step reads: find \( u_{k+1} \in X \) and \( p_{k+1} - p_k \in M \) so that

\[
\begin{aligned}
\begin{cases}
\frac{u_{k+1} - \tilde{u}_{k+1}}{\delta t} + B'_X (p_{k+1} - p_k) &= 0 \\
B_X u_{k+1} &= 0
\end{cases}
\end{aligned}
\]  \hspace{1cm} (2.3)

\( B_X \) being onto, this problem is well posed. This algorithm is stable and convergent (cf. [9]); however, it may look paradoxical since \( u_{k+1} \) satisfies \( u_{k+1} |_{\partial \Omega} = 0 \) and the test functions of the projection step satisfy \( v_n |_{\partial \Omega} = 0 \), whereas it may seem more appropriate to enforce only \( u_{k+1} |_{\partial \Omega} = 0 \) and \( v_n |_{\partial \Omega} = 0 \) as in the continuous case. This choice has some consequence on the conditioning of the pressure operator \( B_X B'_X \); indeed, it can be shown that in the framework of finite element approximations based on regular triangularization of mesh size \( h \), the condition number of the pressure operator is bounded from above as follows

\[
\kappa (B_X B'_X) \leq \frac{c}{\beta_X h^2}.
\]  \hspace{1cm} (2.4)

where \( \beta_X \) is the stability constant of \( B'_X \) (ie. the "infsup" constant). This bound shows that this scheme, though seemingly paradoxical, is optimal in terms of condition number of the pressure operator; since the underlying continuous problem is a Poisson equation supplemented with a homogenous boundary condition whose discrete counterpart yields a condition number of order \( 1/h^2 \). Hence, this scheme is adapted to finite element approximations. This conclusion is no longer valid for spectral approximations, since in these frameworks the stability constants of the operators \( B'_X \) tend to zero as the polynomial degree of the approximations increase; this phenomenon yields non optimal condition numbers for \( B_X B'_X \).

In order to cure this problem we introduce a velocity vector space so that the test functions satisfy \( v |_{\partial \Omega} = 0 \). Let \( Y \) be a stable, convergent, and internal approximation of \( H^1_0(\Omega) = \{ v \in L^2(\Omega), \ \text{div} v \in L^2(\Omega), \ v \cdot n |_{\partial \Omega} = 0 \} \). Assume also that \( X \subset Y \) and define the orthogonal projection (in the sense of the duality induced by \( L^2(\Omega) \); \( \pi : Y \to X' \). Likewise we define \( B_Y \), the extension of \( B_X \) so that \( \pi B'_X = B'_Y \), and we assume that this extension is onto. In this framework, the diffusion step reads: look for \( \tilde{u}_{k+1} \in X \) so that

\[
\frac{\tilde{u}_{k+1} - u_k}{\delta t} + A_X \tilde{u}_{k+1} = f_{k+1} - B'_X p_{k}.
\]  \hspace{1cm} (2.5)

Note that \( u_k \) must be projected onto \( X' \) for this velocity does not naturally belong to \( X \). The projection step consists of: look for \( u_{k+1} \in Y \) and \( (p_{k+1} - p_k) \in M \) so that

\[
\begin{aligned}
\begin{cases}
\frac{u_{k+1} - \tilde{u}_{k+1}}{\delta t} + B'_X (p_{k+1} - p_k) &= 0 \\
B_Y u_{k+1} &= 0
\end{cases}
\end{aligned}
\]  \hspace{1cm} (2.6)

Thanks to the surjectivity of \( B_Y \), this problem is well posed. It is possible to build spectral approximations falling in this functional framework so that the condition number of the pressure operator \( B_Y B'_Y \) is optimal (see [1] and [9] for other details). This algorithm has the same stability and convergence properties (cf. [9]) as the previous one; however, it is somewhat less cost-effective, for it requires to build two gradient operators, \( B_X \) and \( B'_Y \), instead of one. One special feature of this scheme is that it does not explicitly require \( B_X \) to be onto (ie. \( B'_X \) into and stable); indeed, the wellposedness of viscous step relies on the \( X \)-ellipticity of \( A_X \) and that of the projection step relies on the surjectivity of \( B_Y \). However, if \( B'_X \) is not into (ie. has spurious modes), it can be shown that the global stability in time on the pressure is ensured only on the component of the pressure that is orthogonal to the possible spurious modes of \( B'_X \) (after all, it is not surprising since uniqueness of the pressure that is solution to (2.1) is ensured only on \( N(B'_X) \)).

The two methods presented above share the same drawback when it comes to implement them on computers. Indeed, once bases of \( X \) (or \( Y \)) and \( M \) are chosen, the projection step (2.3) or (2.6) is equivalent to solve the following linear system

\[
B_X I_k^{-1} B'_X (p_{k+1} - p_k) = B_X \tilde{u}_{k+1}.
\]  \hspace{1cm} (2.7)

where \( B_X \) is the matrix counterpart of either the operator \( B_X \) or \( B_Y \), and \( U, P \) are the vectors of the components of \( u \) and \( p \) in the bases in question. Hence, the two methods presented above involve the inverse of the mass matrix \( I_k \). If this matrix is not diagonal, which is the case for finite elements, the projection step may become a not so easy problem to solve contrary to what we assumed. This difficulty leads to consider a third algorithm based on the representation of the projection step as a Poisson equation supplemented with a Neumann boundary condition.

For this purpose, introduce \( Z \) a stable, convergent, and internal approximation of \( H^1(\Omega)/R \) (of finite dimension). Let \( A_2, Z \to Z' \) so that \( (A_2 p, q) = (\nabla p, \nabla q) \). Set \( M = Z \) in terms of vector space and equip \( M \) with the norm of \( L^2(\Omega) \) (ie. in some sense \( M \) may be viewed as the completion of \( Z \) in \( L^2(\Omega) \)). Introduce also the orthogonal projection \( \pi : L^2(\Omega) \to X' \). In this functional framework, the diffusion step is put into the form: look for \( \tilde{u}_{k+1} \in X \) so that

\[
\frac{\tilde{u}_{k+1} - u_k}{\delta t} + A_X \tilde{u}_{k+1} = f_{k+1} - B'_X p_{k}.
\]  \hspace{1cm} (2.8)

Note that \( u_k \) must be projected onto \( X' \). Then, look for \( (p_{k+1} - p_k) \in Z \) so that

\[
A_2 (p_{k+1} - p_k) = B_X \tilde{u}_{k+1}.
\]  \hspace{1cm} (2.9)
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This problem is well-posed thanks to the \( Z \)-ellipticity of \( A_z \). Finally, the velocity is corrected (projected) as follows

\[
\bar{u}_{k+1} = u_{k+1} - \delta t \nabla (p_{k+1} - p_k).
\]

(2.10)

where the equation is understood in \( L^2(\Omega) \). This velocity is strictly divergence free, but it can be shown that its divergence tends (in some weak sense) to zero as the mesh is refined. This algorithm has the same stability and convergence properties as the two others, but it is far easier to implement. Note that, like the second algorithm, this algorithm does not require \( B_x \) to be onto; likewise, the global stability in time on the pressure is ensured on the component that is orthogonal to the possible spurious modes of \( B_x \).

### 2.2 Convergence estimates

For the three algorithms presented above, define the error functions:

\[ e_k = u(t_k) - u_{k}, \quad e_k = e(t_k) - \hat{u}, \quad e_k = e(t_k) - p_{k}, \]

where \((u(t),p(t))\) is solution to (2.1). Let \( L = X \) (in terms of vector space) and equip \( L \) with the norm of \( L^2(\Omega) \). Introduce \( M = M \) (in terms of vector space) and equip this space with the graph norm of one of the following discrete gradient \( B_x \), \( B_y \), or \( \nabla \). For the three algorithms we have

**Theorem 1** If the solution to (2.1) satisfies \( u_{0} \in L^2(0,T;L) \), \( p_{0} \in L^2(0,T;M^1) \) and \( \| e_{0} \|_{L} \leq c \delta t \), \( \| \delta e_{0} \|_{M} \leq c \delta t \) then:

\[
\sup_{0 \leq t \leq T} \left[ \| e_{k} \|_{L}^2 + \delta t \| \delta e_{k} \|_{M}^2 \right] + 2 \alpha \delta t \sum_{k=1}^{K} \| \delta e_{k} \|_{X}^2 \leq c \delta t^2.
\]

(2.11)

The estimate (2.11) does not yield a strong result for the error on the pressure. In order to obtain a better estimate in \( L^2(0,T;M) \), subtract (diffusion step) + \( \pi \) (projection step) from (2.1) and obtain:

\[
B_x \delta u_{k+1} = R_k - \pi u_{k+1} - \pi p_{k+1} + A_x \hat{u}_{k+1},
\]

(2.12)

where \( R_k \) is the integral Taylor residual. Since (2.11) yields an estimate of \( A_x \delta u_{k+1} \) in \( L^2(0,T;M) \) and \( R_k \) is easily bounded from above, an error estimate on the pressure can be obtained if we can bound from above the ratio \( (e_{k+1} - e_k) / \delta t \) in \( L^2(0,T;M) \). The desired bound is given by

**Corollary 1** If the solution to (2.1) is such that \( u_{0} \in L^2(0,T;L) \) and \( p_{0} \in L^2(0,T;M^1) \) and if the data satisfy \( \| e_{0} \|_{L} \leq c \delta t^2 \) and \( \| \delta e_{0} \|_{M} \leq c \delta t \) then:

\[
\sup_{0 \leq t \leq T} \left[ \| e_{k+1} - e_{k} \|_{L}^2 + \delta t \| \delta e_{k+1} - \delta e_{k} \|_{M}^2 \right] + 2 \alpha \delta t \sum_{k=1}^{K} \| \delta e_{k} \|_{X}^2 \leq c \delta t^2.
\]

(2.13)

To prove this result, subtract two consecutive diffusion steps and repeat the process for two consecutive projection steps. The general structure of the resulting system of equations is unchanged, and one can apply theorem 1. If \( B_x \) is not onto, introduce \( \hat{M} = \text{ker}(B_x)^\perp \), define \( \hat{M} = M \) the corresponding orthogonal projection, and denote by \( \hat{B}_x \) the stability constant of \( \hat{B}_x \). Now we can prove

**Theorem 2** Under the hypotheses of corollary 1, the error on the pressure satisfies:

\[
\left( \sum_{k=0}^{K} \| \delta e_{k} \|_{M}^2 \right)^{1/2} \leq \frac{c}{\rho_x} \delta t
\]

(2.14)

This error estimate is a consequence of the stability of \( \hat{B}_x \) and of (2.12), (2.11), (2.13). The error estimate (2.13), which plays an important role here, means that \( (u_{k+1} - u_k) / \delta t \) is a first order approximation of \( a(t^k, \cdot) / \delta t \) (as one should expect). Note that this estimate requires some regularity on \( u_{0} \) and \( p_{0} \) whereas the error estimates on the velocity required some regularity only on \( u_{0} \) and \( p_{0} \).

### 2.3 Higher orders

In order to improve the accuracy order of the method, Van Kan [19] proposed to use a Crank–Nicolson’s scheme for the diffusion step:

\[
\frac{\bar{u}_{k+1} - \bar{u}_{k}}{\delta t} + \frac{1}{2} A_x (\bar{u}_{k+1} + \bar{u}_{k}) = f_{k+1/2} - B_x p_{k-1/2}
\]

(2.15)

As before, we can prove that the modified scheme is unconditionally first order accurate, and assuming that \( A_x \in L(L,L) \), which is always the case for discrete approximations, we have

**Theorem 3** Let \( Q = \sup_{0 \leq t \leq T} \| a(t,x) \|_{L} \). If \( u_{0} \) and \( A_x u_{0} \) are in \( L^2(0,T;L) \), \( p_{0} \in L^2(0,T;M^1) \) and \( \| e_{0} \|_{L} \leq c \delta t^2 \) and \( \| \delta e_{0} \|_{M} \leq c \delta t \) then:

\[
\sup_{0 \leq t \leq T} \left[ \| e_{k} \|_{L} + \| \delta e_{k} \|_{X} + \delta t \sum_{k=1}^{K} \| \delta e_{k+1} - \delta e_{k} \|_{M} \right] \leq c(Q) \delta t^2
\]

(2.16)

Of course, equivalent results can be proved for the backward three-level Euler algorithm.

\[
\frac{3\bar{u}_{k+1} - 2\bar{u}_{k} - \bar{u}_{k-1} + A_x \bar{u}_{k+1} = f_{k+1} - B_x p_{k}}{2\delta t}
\]

(2.17)

### 3 NUMERICAL TESTS

#### 3.1 Presentation of the method

In order to illustrate the efficiency of projection methods on a real Navier–Stokes problem, we have tested it on the driven cavity problem. Let \( \Omega = [0,1] \times [0,1] \) and define on \( \Omega \) a uniform staggered mesh-and-cell grid (MAC) introduced by Harlow and Welch [10]. One nice feature of the MAC approximation is that it is easily interpretable in terms of finite differences and fits also into a variational framework.
The time derivative in the diffusion step is approximated by means of a Crank–Nicolson scheme (Van Kan’s approach) and the non-linear term is linearized and implicit as follows

\[
\frac{u_{k+1} - u_k}{\Delta t} + \frac{1}{2} (3u_k - u_{k-1}) \nabla u_{k+1} + O(\delta t^2).
\]

(3.18)

In the particular framework of the MAC approximation the three projection steps as described above are equivalent, for the mass matrix is diagonal and the operator \( B_kB_k^T \) coincides with the approximation of the Laplace operator supplemented with the homogeneous Neumann boundary condition.

### 3.2 Accuracy tests

In order to test the accuracy of the projection algorithm we have compared the pressure and the velocity field that it gives at each time step with the exact solution of the coupled problem. The so-called exact solution is obtained by solving the pressure equation involving the Uzawa operator by means of a preconditioned gradient technique, the preconditioner being the Laplace operator supplemented with the homogeneous Neumann boundary condition.

The tests are performed for \( 0 < t \leq 5 \). The driving condition \( \text{ie. } u_1 = 1 \) on the upper face of the cavity is regularized for \( 0 < t \leq 0.1 \). The Reynolds number is set to 3200. The tests have been carried out with two times steps: \( \delta t = 0.005 \) and \( \delta t = 0.0025 \). The results are reported in figures 1 and 2. The base 10 logarithm of the error in velocity and pressure plotted as a function of the physical time. Note that second order accuracy is obtained for the velocity and the pressure.

### 3.3 Tests on the CPU time

In order to illustrate the cost-effectiveness of projection methods for approximating time-dependent Navier-Stokes equations we have reported the cumulated CPU time (in second on a CRAY C98) as a function of the physical time in figures 3 and 4. The test problem is the driven cavity at \( Re = 3200 \) with a \( 65 \times 65 \) mesh. Note the linear dependence of the CPU time with respect to the physical time for the projection method (see figure 4). The number of iterations required by the Uzawa technique to reach a fixed level of accuracy depends on the unsteadiness of the problem; as a result, the relation between the CPU time and the physical time is not exactly linear (see figure 3). In the present case the Uzawa based algorithm is 30 times slower than the projection technique. Some numerical unstabilities have been observed in the Uzawa program if the number of Uzawa iterations or the accuracy threshold are relaxed in order to lower the computational cost. This example clearly demonstrates that projection techniques make a near optimal balance between accuracy and cost-effectiveness. Though the Uzawa technique is optimal for solving steady-state Stokes problems, it should not be recommended for solving time-dependent Navier-Stokes problem.

### 4 THE DRIVEN CAVITY PROBLEM

To illustrate the capability of the code to solve real configuration, that is to say moderate-to-high Reynolds number flows, it is tested on the well known two-dimensional driven cavity problem. In what follows, the Reynolds number, based on the grid-spacing, is high enough to be sure that, using central differences for the discretization of the convective terms, the
calculation stays unstable. Therefore, an upwind differences are applied for the space derivatives of the convective terms.

4.1 Numerical scheme

The numerical scheme used is an upwind Total-Variation-Diminishing (TVD) scheme originally developed by Harten [11] and modified by Yee [20]. It is generally employed for the computation of compressible applications. This specific scheme has however been chosen since it uses function which controls the numerical diffusion to ensure very small one. The momentum equations in x and y direction are solved separately; therefore we could consider a set of two scalar indepen-

dent equations. Regarding the non-linear terms of the convection, we suppose that the characteristic speeds are respectively $u$ and $v$ in the $x$ and $y$ directions. As for moderate-to-high Reynolds number flows there exists unsteady phenomena, we need time-accurate calculations. Therefore, the scheme apply on the convective terms is an explicit scheme which is second order accurate in time.

If we consider a grid point where $x_i = i \Delta x$ and $y_j = j \Delta y$, the convective terms of the projection in the $x$ direction of the momentum equation are written as follows:

$$\left( \frac{\partial u}{\partial x} \right)_{ij} = \frac{1}{2 \Delta x} \left[ u_{ij+1} - u_{ij-1} + \Phi_{x+i+1/2, j} - \Phi_{x-i+1/2, j} \right]$$

$$\left( \frac{\partial v}{\partial y} \right)_{ij} = \frac{1}{2 \Delta y} \left[ v_{ij+1} - v_{ij-1} + \Phi_{y+j+1/2, i} - \Phi_{y-j+1/2, i} \right]$$

Where the diffusive flux functions $\Phi$ stand for a correction added to the central differences. In order to ensure that the present scheme is a second order upwind TVD scheme, the $\Phi$ functions in the $x$ direction are written following:

$$\Phi_{x+i+1/2, j} = \sigma(u_{ij}) \left( \xi_{i+1/2, j} + \xi_{i-1/2, j} \right) - u_{ij} + \sigma(u_{ij}) \gamma_{i+1/2, j} \alpha_{i+1/2, j}$$

$$\Phi_{x-i+1/2, j} = \sigma(u_{ij}) \left( \xi_{i-1/2, j} + \xi_{i+1/2, j} \right) - u_{ij} + \sigma(u_{ij}) \gamma_{i-1/2, j} \alpha_{i-1/2, j}$$

where $\alpha_{i+1/2, j} = (u_{i+1, j} - u_{ij})$ stands for the forward difference of the local characteristic variables in the $x$ direction and

$$\gamma_{i+1/2, j} = \begin{cases} \frac{1}{2} \left( |z| - \Delta t \frac{\Delta \xi}{\Delta x} \right) & \text{if } \alpha_{i+1/2, j} \neq 0, \\
0 & \text{if } \alpha_{i+1/2, j} = 0. \end{cases}$$

The limiter function $\xi$, which acts as an anti-diffusive flux, is expressed using the “Super-Bee” formulation [21]. This formulation has been chosen since it gives less numerical diffusion than other classical functions found in the literature [21] [22]:

$$\xi_{ij} = S \max \left\{ 0, \min \left( \gamma_{i+1/2, j} \left( \left| S \alpha_{i+1/2, j} \right| \right), \min \left( \left| \alpha_{i+1/2, j} \right|, 2 \gamma_{i-1/2, j} \right) \right) \right\}$$

where $S = \text{sgn}(\alpha_{i+1/2, j})$

Similar formulations as in streamwise direction are used to express the numerical flux functions in the $y$ direction.

4.2 Numerical results

The numerical code based on the upwind TVD scheme is first checked on the calculation of the driven cavity at rather low Reynolds number, for instance $Re=3200$, for which steady solution must be obtained. The grid has 65 points in both $x$ and $y$ directions. The time step employed is $\Delta t = 5 \times 10^{-3}$ which leads to a CFL number close to 0.32. The calculation is performed up to a dimensionless time equal to $T=150$. On the figure 5, we plot the evolution of the longitudinal velocity ($u$) versus the normal direction ($y$) at the middle-line $x=1/2$, while
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Figure 5. The driven cavity problem, $Re=3200$: profiles of the longitudinal velocity $u$ versus the normal coordinate $y$ at the mid-position of the cavity ($x=1/2$).

Figure 6. The driven cavity problem, $Re=3200$: profiles of the vertical velocity $v$ versus the longitudinal coordinate $x$ at the mid-position of the cavity ($y=1/2$).

the longitudinal evolution of the vertical velocity ($v$) at the middle $y=1/2$ is presented on the figure 6. The numerical results obtained through the use of the upwind TVD scheme are compared with the numerical results (dots) obtained over a (129x129) grid by Ghia et al. [5] using a steady-state approach. As the Reynolds number is large, the present results are also compared with the solution obtained with an implicit centered scheme as spatial discretization of the convective terms, using 129 grid-points in each direction. Rather good agreements for both $u$ and $v$ profiles are achieved compared, on one hand, with the steady-state solution [5] and, on the other hand, with the solution using centered differences. Nevertheless, very close to the extrema of the curve, some slight discrepancies could be seen on the profiles obtained by using the upwind TVD scheme. These discrepancies might be due to the use of a too coarse grid in these regions; finer grid must be employed to get better results.

Secondly, the problem of the driven cavity at a Reynolds number equal to $10^5$ has been undertaken. The mesh size is (256x256) points in (xy) directions; the time step is $\Delta t=1.5 \times 10^{-3}$ which corresponds to $CFL=0.38$. The calculation is carried out for $0 < t \leq 24$. The driving condition ($u=1$) is applied on the upper surface of the cavity and regularized for $0 < t \leq 0.1$. On figures 7, 8, 9, 10, 11, 12, we can see the time-evolution of the vorticity isosurfaces ($t=0$, refers to the initial condition). Up to the dimensionless time equal to $t=14$, a important vortex of negative magnitude grows and takes place over a large extent, close to the center of the cavity. At this moment ($t=14$), a secondary vortex with a positive intensity is created close to the upper surface of the cavity (figure 7). Following that time, a second vortex ($t=16$, see figure 8) and a third one ($t=18$, see figure 9) are generated on the left part of the cavity. These three secondary structures are convected at the perimeter of the main vortex. The magnitude of the convective velocity depends on the interaction between these secondary vortices and the main structure. As the convective velocity of the third vortex seems to be greater than the velocity of the second one, these two structures merge together at $t=20$ (figure 10) and collapse into a more extended vortex (figure 11). At $t=20$, a fourth structure is then created close to the lower-left corner of the cavity (figure 10). Finally, the process seems to continue (figures 11, 12). Several coherent structures with a positive circulation are generated. They are located at the perimeter of the main negative vortex situated over a large extent.

Figure 7. The driven cavity problem, $Re=10^5$: the isovales of the vorticity at $t=14$.

5 CONCLUSION

This paper is concerned with the implementation of spatially discrete versions of Chorin–Temam's projection methods. The emphasis is put on the projection step, which enforces incompressibility.

Three types of variational approximations of Chorin–Temam's projection methods have been presented. In the first one, the projection step is solved as a div-grad problem with velocity test functions satisfying a (at first glance) paradoxical Dirichlet condition. In the second method, the projection step is still
Figure 8. The driven cavity problem, $Re=10^4$: the isovalues of the vorticity at $t=16$.

Figure 9. The driven cavity problem, $Re=10^4$: the isovalues of the vorticity at $t=18$.

Figure 10. The driven cavity problem, $Re=10^4$: the isovalues of the vorticity at $t=20$.

Figure 11. The driven cavity problem, $Re=10^4$: the isovalues of the vorticity at $t=22$.

Figure 12. The driven cavity problem, $Re=10^4$: the isovalues of the vorticity at $t=24$.
solved as a div-grad problem but the velocity test functions satisfy a boundary condition only for the normal component. In the third approach the projection step is solved in the form of a Poisson equation supplemented with a Neumann boundary condition. The first method is shown to be legitimate and economical for finite element approximations, whereas the second is shown to be useful also for spectral approximations. The third one is probably the easiest to implement since it avoids the problem of the mass matrix occurring in the two others. Though the second and third approaches do not directly involve an in-sup condition, this condition is pointed out to be necessary to establish stability results and rule out possible spurious pressure. Finally, numerical tests on the driven cavity problem at high Reynolds number illustrate the cost-effectiveness and accuracy of the proposed algorithms. Two Reynolds number flows have been computed ($R_v=3200$ and $R_v=10^4$). As these computations present moderate-to-high Reynolds numbers based on the grid spacing, an upwind differences using a Total-Variation-Diminishing (TVD) scheme are applied for the space derivatives of the convective terms of the momentum equation. This upwind TVD scheme was first checked on the calculation at a moderate Reynolds number ($R_v=3200$); good results have been achieved, compared with those obtained by Ghia et al. [5] using a steady-state approach. The high Reynolds number calculation ($R_v=10^4$) has then been undertaken. During the transient stage after a regularized starting, the formation of rotating structures within the flow has been analysed.
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