THE SCATTERING MATRIX FOR THE HILBERT MODULAR GROUP

RIAD MASRI

Abstract. In this paper, we compute the scattering matrix for the Hilbert modular group over any number field \( K \). We then express the determinant of the scattering matrix as a ratio of completed Dedekind zeta functions associated to the Hilbert class field of \( K \). This generalizes work of Efrat and Sarnak [ES] in the imaginary quadratic case.

1. Introduction and statement of results

Let \( X \) be a non-compact, finite volume quotient of a rank one symmetric space \( G/K \) by a discrete subgroup \( \Gamma < G \). The eigenvalues \( \lambda \) corresponding to cuspidal eigenfunctions of the Laplacian \( \Delta \) in \( L^2(X) \) form a discrete set. Let \( N(T) \) count the number of eigenvalues \( \lambda \leq T \). In order to prove Weyl’s law for \( N(T) \), one must estimate the contribution of the continuous spectrum in the Selberg trace formula, which involves the logarithmic derivative of the determinant of a scattering matrix \( \Phi(s) \) (see [Sa]). In particular, if one can prove that \( \phi(s) = \det(\Phi(s)) \) is a ratio of entire functions of order one, standard methods from analytic number theory can be used to deduce Weyl’s law. While this can be accomplished using representation theoretic methods (see [R]), it is often useful to have an explicit formula for \( \phi(s) \), and for this purpose classical methods work best.

In this paper, we compute the scattering matrix for the Hilbert modular group over any number field. In order to state our results, we fix the following notation. Let \( K \) be a number field of degree \( N = r_1 + 2r_2 \) over \( \mathbb{Q} \). Let \( \mathcal{O}_K \) be the symmetric space of positive 2-forms \( Q \) over \( K \), which consists of \( r_1 + r_2 \)-tuples \( Q = (Q^{(1)}, \ldots, Q^{(r_1+r_2)}) \) of positive definite \( 2 \times 2 \) matrices such that the first \( r_1 \) are real symmetric and the second \( r_2 \) are complex Hermitian. Define the quotient \( X = \text{SL}_2(\mathcal{O}_K)\backslash \mathcal{Q}_K^2 \), where \( \mathcal{Q}_K^2 \) is the determinant one subspace of \( \mathcal{Q}_K^2 \). It is well-known that there is a bijection between the cusp classes \([x_i]\) of \( X \) and the ideal classes \([\mathfrak{a}_i]\) of \( K \). Let \( \text{cl}(\mathcal{O}_K) \) be the ideal class group and \( h = |\text{cl}(\mathcal{O}_K)| \) be the class number of \( K \). There is an Eisenstein series \( E_{[x_i]}(Q,s) \) corresponding to each cusp class \([x_i]\) which satisfies a functional equation under the involution \( (Q,s) \mapsto (Q^{-1}, 1-s) \). Therefore, the vector Eisenstein series

\[
\mathbf{E}(Q,s) = (E_{[x_1]}(Q,s), \ldots, E_{[x_h]}(Q,s))
\]

satisfies a functional equation of the form

\[
\mathbf{E}(Q,s) = \Phi(s) \cdot \mathbf{E}(Q^{-1}, 1-s)
\]
for some $h \times h$ matrix $\Phi(s)$. The scattering matrix is defined to be $\Phi(s)$, and the scattering determinant is defined to be $\phi(s) = \det(\Phi(s))$.

Let

$$G(s) := \left( 2^{-r_2} \frac{d_K}{2^{3}} \pi^{-\frac{N}{2}} \right)^s \Gamma \left( \frac{s}{2} \right)^{r_1} \Gamma(s)^{r_2},$$

where $d_K$ is the absolute value of the discriminant of $K$. Let

$$||Q|| := \prod_{j=1}^{N} |\det(Q(j))|$$

be the norm of the determinant of $Q$, where $Q^{(r_1+r_2+j)} := Q^{(r_1+j)}$ for $j = 1, \ldots, r_2$, and define the $h \times h$ diagonal matrix

$$D(Q) := \begin{pmatrix} ||Q|| & \cdots & ||Q|| \\ \vdots & \ddots & \vdots \\ ||Q|| & \cdots & ||Q|| \end{pmatrix}.$$

Let

$$\zeta_{[a_i^{-1}a_j]}(s) = \sum_{(0) \neq b \in [a_i^{-1}a_j]} N_{K/Q}(b)^{-s}, \quad \text{Re}(s) > 1,$$

be the $ij$-th entry of the $h \times h$ matrix

$$\begin{pmatrix} \zeta_{[a_i^{-1}a_j]}(s) \\ \vdots \\ \zeta_{[a_i^{-1}a_j]}(s) \end{pmatrix}$$

of ideal class Dedekind zeta functions. Finally, let $P$ be the $h \times h$ permutation matrix corresponding to the involution of $cl(O_K)$ given by $a \rightarrow a^*$.

In the following theorem, we compute the scattering matrix $\Phi(s)$ in the functional equation satisfied by $\mathbf{E}(Q,s)$.

**Theorem 1.1.** The Eisenstein series $\overline{\mathbf{E}}(Q,s)$ satisfies the functional equation

$$\overline{\mathbf{E}}(Q,s) = \Phi(s) \cdot \overline{\mathbf{E}}(Q^{-1}, 1-s),$$

where the $h \times h$ scattering matrix $\Phi(s)$ is given by

$$\Phi(s) = \frac{G(2(1-s))}{G(2s)} \sqrt{D(Q^{-1})} \cdot \left( \zeta_{[a_i^{-1}a_j]}(2s) \right)^{-1} \cdot \mathbf{P} \cdot \left( \zeta_{[a_i^{-1}a_j]}(2(1-s)) \right).$$

Using that $P^2 = I_h$, we obtain from Theorem 1.1 the following functional equation for $\Phi(s)$.

**Corollary 1.2.** The scattering matrix $\Phi(s)$ satisfies the functional equation

$$\Phi(s)\Phi(1-s) = D(Q^{-1}).$$

In the following theorem, we compute the scattering determinant $\phi(s) = \det(\Phi(s))$. 2
Theorem 1.3. Let $m$ be the order of the group $\text{cl}(O_K)[2]$ of $2$-torsion in $\text{cl}(O_K)$. Then
\[
\phi(s) = (-1)^{\frac{h-m}{2}} ||Q^{-1}||^\frac{1}{2} \frac{\xi\eta(2(1-s))}{\xi\eta(2s)},
\]
where $\xi\eta(s) = G(s)^h \zeta(s)$ is the completed Dedekind zeta function of the Hilbert class field $H$ of $K$.

Remark 1.4. It can be shown using genus theory that if $K$ imaginary quadratic, $m = 2t - 1$, where $t$ is the number of prime divisors of $d_K$ (see [H], Theorem 132.)

Finally, in the following theorem we compute the trace of $\Phi(s)$ at $s = \frac{1}{2}$.

Theorem 1.5. With notation as above,
\[
\text{Tr}(\Phi(\frac{1}{2})) = ||Q^{-1}||^\frac{1}{2} (m - 2).
\]

Remark 1.6. Suppose that $K$ is imaginary quadratic and $Q$ is in $\mathcal{S}Q^2_K$. Let $\beta : = \sqrt{2}/d_K^{\frac{1}{2}}$ and define the normalized Eisenstein series
\[
\tilde{E}_{[x]}(Q, s) := 2\beta^s E_{[x]}(Q, s/2).
\]
The dimension of the vector space
\[
V = \text{span}\{\tilde{E}_{[x]}(Q, 1) : i = 1, \ldots, h\}
\]
appears in the Selberg trace formula and the Lax-Phillips-Sarnak scattering theory for automorphic functions (see [LP, PS]). Using properties of the scattering matrix for the normalized vector Eisenstein series, one can show that
\[
\dim(V) = \frac{h + \text{Tr}(\Phi(\frac{1}{2}))/2}{2}.
\]
It follows from Theorem 1.5 with $||Q^{-1}|| = 1$ that
\[
\dim(V) = \frac{h + m}{2} - 1.
\]

Regarding previous work on the scattering matrix, Hejhal [He] computed the scattering matrix for $\Gamma \backslash \mathbb{H}^2$, where $\mathbb{H}^2$ is the complex upper half-plane and $\Gamma$ is a congruence subgroup of $\text{SL}_2(\mathbb{Z})$. Efrat and Sarnak [ES] computed the scattering matrix for $\text{PSL}_2(O_D) \backslash \mathbb{H}^3$ where $\mathbb{H}^3$ is hyperbolic three-space and $\text{PSL}_2(O_D)$ is the Bianchi group corresponding to the imaginary quadratic field $K = \mathbb{Q}(\sqrt{-D})$, $D \neq 1, 3$. The Eisenstein series $\tilde{E}(w, s)$ studied in [ES] is scaled so that the critical line is $\text{Re}(s) = 1$ and normalized so that the fundamental domain has volume one. We give the precise relationship between $\tilde{E}(w, s)$ and $\tilde{E}(Q, s)$ in Proposition 2.6.

Finally, in work related to ours, Sorensen [So] computed the scattering matrix for
\[
\text{SL}_2(O_K) \backslash (\mathbb{H}^2)^{r_1} \times (\mathbb{H}^3)^{r_2}
\]
where $K$ is any number field by defining the analog of the Eisenstein series $\tilde{E}(w, s)$ for this quotient and computing the Fourier expansions of the Eisenstein series in
the various cusps. This is in contrast to the approach using functional equations for vector zeta functions taken in [ES] and this paper.

2. SL(2)-Eisenstein series

In this section we define the Eisenstein series to be studied in this paper. Part of the following background is taken from the books [Si, T].

Let \( n \) be a positive integer. The symmetric space \( \mathcal{Q}_n^r \) consists of \( r_1 + r_2 \)-tuples \( Q = (Q^{(1)}, \ldots, Q^{(r_1+r_2)}) \) of positive definite \( n \times n \) matrices such that the first \( r_1 \) are real symmetric and the second \( r_2 \) are complex Hermitian.

The determinant one subspace \( \mathcal{Q}_n^r \) consists of \( Q \) in \( \mathcal{Q}_n^r \) such that \( \det(Q^{(j)}) = 1 \) for \( j = 1, \ldots, r_1 + r_2 \).

The group \( \text{GL}_n(K) \) acts on \( \mathcal{Q}_n^r \) by

\[
Q[A] = \left( A^{(1)} Q^{(1)} A^{(1)^t}, \ldots, A^{(r_1+r_2)} Q^{(r_1+r_2)} A^{(r_1+r_2)^t} \right), \quad A \in \text{GL}_n(K),
\]

where \( A^{(j)} \) means the \( j \)-th embedding of \( K \) is applied to each entry of \( A \).

The projective line \( \mathbb{P}^1(K) = K \cup \{\infty\} \) consists of the cusps for the fundamental domain of the quotient \( \text{SL}_2(O_K) \backslash \mathcal{Q}_n^r \). The group \( \text{SL}_2(O_K) \) acts on \( \mathbb{P}^1(K) \) by linear fractional transformations, and this induces an equivalence relation on \( \mathbb{P}^1(K) \). The proof of the following fact can be found in [Si].

**Proposition 2.1.** The action of \( \text{SL}_2(O_K) \) on \( \mathbb{P}^1(K) \) divides \( \mathbb{P}^1(K) \) into \( h \) cusp classes.

Let

\[
\{ x_1, \ldots, x_h \} \leftrightarrow \{ a_1, \ldots, a_h \}
\]

denote the cusp, ideal class correspondence. Write \( x_i = p_i/s_i \) for some \( p_i, s_i \in O_K \), and assume without loss of generality that \( x_1 = \infty = 1/0 \). In the proof of Proposition 2.1, the cusp \( x_i \) corresponds to the integral ideal \( a_i = (p_i, s_i) \). One can choose (not necessarily uniquely) \( \tilde{p}_i, \tilde{s}_i \in a_i^{-1} \) such that

\[
p_i \tilde{s}_i - s_i \tilde{p}_i = 1.
\]

Form the corresponding the matrix

\[
A_i = \begin{pmatrix} p_i & \tilde{p}_i \\ s_i & \tilde{s}_i \end{pmatrix} \in \text{SL}_2(K).
\]

Let \( U_K \) be the group of units in \( K \). The proof of the following fact can also be found in [Si].

**Proposition 2.2.** The stabilizer of the cusp \( x_i \) can be expressed as

\[
\Gamma_{x_i} = \left\{ A_i \begin{pmatrix} u & z \\ 0 & u^{-1} \end{pmatrix} A_i^{-1} : z \in a_i^{-2}, \ u \in U_K \right\}.
\]
Each $Q$ in $Q_K^2$ has a unique vector Iwasawa decomposition whose $j$-th component is given by

$$Q^{(j)} = \left( \begin{array}{cc} 1 & 0 \\ q^{(j)} & 1 \end{array} \right) \left( \begin{array}{cc} v^{(j)} & 0 \\ 0 & w^{(j)} \end{array} \right) \left( \begin{array}{cc} 1 & q^{(j)} \\ 0 & 1 \end{array} \right),$$

where $v^{(j)}, w^{(j)} > 0$ for $j = 1, \ldots, r_1 + r_2$, and

$$q^{(j)} \in V_j = \begin{cases} \mathbb{R} & \text{if } j = 1, \ldots, r_1, \\ \mathbb{C} & \text{if } j = r_1 + 1, \ldots, r_1 + r_2. \end{cases}$$

Let

$$v(Q) = (v^{(1)}, \ldots, v^{(r_1 + r_2)})$$

be the $v$-coordinate of the vector Iwasawa decomposition, and

$$N(v(Q)) = \prod_{j=1}^{r_1 + r_2} (v^{(j)})^{N_j}$$

be the norm of $v(Q)$, where

$$N_j = \begin{cases} 1 & \text{if } j = 1, \ldots, r_1, \\ 2 & \text{if } j = r_1 + 1, \ldots, r_1 + r_2. \end{cases}$$

**Definition 2.3.** The Eisenstein series corresponding to the cusp $x_i$ is defined by

$$E_{[x_i]}(Q, s) = N_{K/Q}(a_i)^{2s} \sum_{\gamma \in \Gamma \setminus \text{SL}_2(O_K)} N(v(Q[\gamma A_i]))^{-s}, \quad \text{Re}(s) > 1.$$ 

**Remark 2.4.** We will show in the proof of Proposition 2.6 that $E_{[x_i]}(Q, s)$ depends only on the cusp class $[x_i]$.

We now form the vector Eisenstein series from the Eisenstein series corresponding to the cusp classes.

**Definition 2.5.** The vector Eisenstein series is defined by

$$\overrightarrow{E}(Q, s) = (E_{[x_1]}(Q, s), \ldots, E_{[x_h]}(Q, s))^t.$$ 

In the remaining part of this section we explain the relationship between the Eisenstein series $\overrightarrow{E}(Q, s)$ and the Eisenstein series $\overrightarrow{E}(w, s)$ studied by Efrat and Sarnak in [ES].

Fix an embedding of $K = \mathbb{Q}(\sqrt{-D})$ into $\mathbb{C}$. Then $\Gamma_D = \text{PSL}_2(O_D)$ is a discrete subgroup of $\text{Isom}^+(\mathbb{H}^3) = \text{PSL}_2(\mathbb{C})$ such that $X_D = \Gamma_D \backslash \mathbb{H}^3$ is a non-compact, finite volume arithmetic orbifold. There is an identification of $\mathbb{H}^3$ with the quaternionic upper half-plane

$$\mathbb{H}^c = \{ w = x_1 + ix_2 + jy + kt : z = x_1 + ix_2 \in \mathbb{C}, \ y > 0, \ t = 0 \}.$$ 

The group $\text{PSL}_2(\mathbb{C})$ acts on $\mathbb{H}^c$ by linear fractional transformations. Let $x_1 = \infty, x_2, \ldots, x_h$ be a complete set of cusps for the fundamental domain $\mathcal{F}$ of $X_D$ and let
be the stabilizer of the cusp \( x_i \). Assume that \( D \neq 1, 3 \), so that \( \Gamma_D \) is torsion-free. One can choose (not necessarily uniquely) \( \sigma_i \in \text{PSL}_2(\mathbb{C}) \) such that

\[
\sigma_i \Gamma_x \sigma_i^{-1} = \left\{ \begin{pmatrix} 1 & l \\ 0 & 1 \end{pmatrix} : l \in L_i \right\},
\]

where \( L_i \) is a lattice in \( \mathbb{C} \) whose fundamental domain has volume one.

For \( w \) in \( \mathbb{H}^c \) let

\[
w^{(i)} = \sigma_i w = (y(\sigma_i w), z(\sigma_i w)).
\]

Then the Eisenstein series associated to the cusp \( x_i \) is defined by

\[
E_i(w, s) = \sum_{\gamma \in \Gamma_x \setminus \Gamma_D} y^{(i)}(\gamma w)^s, \quad \text{Re}(s) > 2,
\]

and the corresponding vector Eisenstein series is defined by

\[
\vec{E}(w, s) = (E_1(w, s), \ldots, E_h(w, s))^t.
\]

The quaternions \( \mathbb{H} \) are the elements of the division ring

\[
\mathbb{H} = \mathbb{R} \oplus \mathbb{R}i \oplus \mathbb{R}j \oplus \mathbb{R}k
\]

where \( ij = k = -ji, jk = i = -kj, ki = j = -ik, \) and \( i^2 = j^2 = k^2 = -1 \). The norm of a quaternion

\[
w = x_1 + ix_2 + jy + kt \in \mathbb{H}
\]

is defined by

\[
N(w) = x_1^2 + x_2^2 + y^2 + t^2.
\]

Let \( a_i \) be the integral ideal corresponding to the cusp \( x_i \). Define the Eisenstein series

\[
\tilde{E}_i(w, s) = \alpha_i^{s} \sum_{(c,d) \in a_i \times a_i, (c,d) = a_i} \left( \frac{y}{N(cw + d)} \right)^s, \quad w \in \mathbb{H}^3, \quad \text{Re}(s) > 2,
\]

where \( \alpha_i = N_{K/\mathbb{Q}}(a_i) \sqrt{2}/d_K^{1/2} \) is a normalizing factor chosen so that \( \mathcal{F} \) has volume one. Efrat and Sarnak proved in [ES], Proposition 2.3, that \( \tilde{E}_i(w, s) = E_i(w, s) \).

**Proposition 2.6.** Let \( K \) be imaginary quadratic. Then

\[
2/\beta^s E_{[x_i]} \left( Q_w, \frac{s}{2} \right) = \tilde{E}_i(w, s), \quad w \in \mathbb{H}^3, \quad \text{Re}(s) > 2,
\]

where \( \beta = \sqrt{2}/d_K^{1/2} \), and

\[
Q_w := \begin{pmatrix} y + |z|^2/2 & z/y & t \\ y & y^{-1} \end{pmatrix} \in \mathcal{S}Q^2_K
\]

(here \( w = z + jy \) and \( z = x_1 + ix_2 \)).
Proof. There is a sequence of maps
\[ \mathbb{H}^3 \to \text{SL}_2(\mathbb{C})/\text{SU}(2) \to \mathcal{S}Q^2_K \]
given by
\[ w \mapsto g \text{SU}(2) \mapsto g\tilde{g}', \]
where
\[ g = \begin{pmatrix} \sqrt{y} & \frac{z}{\sqrt{y}} \\ 0 & \sqrt{y}^{-1} \end{pmatrix} \]
and
\[ Q_w := g\tilde{g}' = \left( y + \frac{|z|^2}{y} \quad \frac{z}{y} \quad y^{-1} \right). \]

By a straightforward computation one can show that
\[ v(Q[\gamma A_i]) = Q[a], \]
where \( a = (c,d) \) is the first column of \( \gamma A_i \). As \( \gamma \) runs over a complete set of representatives of \( \Gamma_x \backslash \text{SL}_2(\mathcal{O}_K) \), the columns \( a \) run over a complete set of generators of \( a_i \) which are non-associate modulo \( U_K \) (recall that \( a \) is associate to \( a' \) modulo \( U_K \) if and only if there exists a unit \( \epsilon \) such that \( a = \epsilon a' \)). It follows that
\[ E_{[x_i]}(Q, s) = N_{K/\mathbb{Q}}(a_i)^{2s} \sum_{a \in a_i^2 / U_K} \prod_{j=1}^{r_1+r_2} Q^{[j]}[a^{(j)}]^{-N_j s}, \quad \text{Re}(s) > 1. \]

Note that the argument in the preceding paragraph shows that \( E_{[x_i]}(Q, s) \) depends only on the cusp class \( [x_i] \).

For \( K \) imaginary quadratic, the Eisenstein series can be expressed as
\[ E_{[x_i]}(Q, s) = N_{K/\mathbb{Q}}(a_i)^{2s} \sum_{a \in a_i^2 / U_K, (c,d)=a_i} Q[a]^{-2s}, \]
where we have used that the non-trivial embedding of \( K \) is complex conjugation.

Let \( Q = Q_w \). Then
\[ Q_w[a] = (c, d) \cdot \begin{pmatrix} y + \frac{|z|^2}{y} & \frac{z}{y} \quad y^{-1} \\ \overline{c} \quad \overline{d} \quad \overline{y} \end{pmatrix} \cdot \begin{pmatrix} \overline{c} \\ \overline{d} \quad \overline{y} \end{pmatrix} \]
\[ = |c|^2 \left( y + \frac{|z|^2}{y} \right) + \overline{c}d \frac{\overline{z}}{y} + c\overline{d} \frac{z}{y} + |d|^2 \]
\[ = \frac{1}{y} \left( |c|^2 N(w) + 2\text{Re}(\overline{c}d\overline{z}) + |d|^2 \right). \]

We claim that
\[ N(cw + d) = |c|^2 N(w) + 2\text{Re}(\overline{c}d\overline{z}) + |d|^2, \]
and thus
\[ Q^{-1}_w[\pi] = \frac{y}{N(cw + d)}. \]

Combining these computations yields
\[ E_{[x]} \left( Q_w^s \frac{s}{2} \right) = \frac{N_{K/Q}(a_i)^s}{|U_K|} \sum_{(c,d) \in a_i \times a_i} \left( \frac{y}{N(cw + d)} \right)^s. \]

Write \( N_{K/Q}(a_i) = \alpha_i/\beta \), and observe that since \( D \neq 1, 3 \), \( |U_K| = 2 \). Then
\[ E_{[x]} \left( Q_w^s \frac{s}{2} \right) = \frac{\alpha_i^s}{2\beta^s} \sum_{(c,d) \in a_i \times a_i} \left( \frac{y}{N(cw + d)} \right)^s \]
\[ = \frac{1}{2\beta^s} \tilde{E}_i(w, s), \]
or equivalently,
\[ 2\beta^s E_{[x]} \left( Q_w^s \frac{s}{2} \right) = \tilde{E}_i(w, s). \]

It remains to prove the claim. Write \( c = c_1 + ic_2 \) and \( d = d_1 + id_2 \). Then
\[ cw + d = (c_1 + ic_2)(x_1 + ix_2 + jy) + (d_1 + id_2) \]
\[ = (c_1 x_1 - c_2 x_2 + d_1) + i(c_1 x_2 + c_2 x_1 + d_2) + j(c_1 y) + k(c_2 y), \]
where we have used that \( i^2 = -1 \) and \( ij = k \) in \( \mathbb{H} \). Therefore, after expanding, we find that
\[ N(cw + d) = (c_1 x_1 - c_2 x_2 + d_1)^2 + (c_1 x_2 + c_2 x_1 + d_2)^2 + (c_1 y)^2 + (c_2 y)^2 \]
\[ = (c_1^2 + c_2^2)(x_1^2 + x_2^2 + y^2) + (d_1^2 + d_2^2) \]
\[ + 2(c_1 d_1 x_1 + c_2 d_2 x_1 + c_1 d_2 x_2 - c_2 d_1 x_2) \]
\[ = |c|^2 N(w) + |d|^2 + 2(c_1 d_1 x_1 + c_2 d_2 x_1 + c_1 d_2 x_2 - c_2 d_1 x_2). \]

Finally,
\[ \bar{c}d\bar{z} = c_1 d_1 x_1 + c_2 d_2 x_1 + c_1 d_2 x_2 - c_2 d_1 x_2 \]
\[ + i(c_1 d_2 x_1 - c_1 d_1 x_2 - c_2 d_1 x_1 - c_2 d_2 x_2), \]
so that
\[ \text{Re}(\bar{c}d\bar{z}) = c_1 d_1 x_1 + c_2 d_2 x_1 + c_1 d_2 x_2 - c_2 d_1 x_2. \]
3. The vector zeta function

Let $\mathcal{R}(a^n)$ be a complete set of non-zero, non-associate elements of $a^n$.

**Definition 3.1.** The ideal class zeta function associated to a positive $n$-form $Q$ in $\mathcal{O}_K^n$ is defined by

$$Z_n(Q, [a], s) = N_{K/Q}(a)^{2s} \sum_{a \in \mathcal{R}(a^n)} \prod_{\nu \in S_\infty} Q^{(\nu)}[a^{(\nu)}]^{-N_\nu s}, \quad \text{Re}(s) > \frac{n}{2},$$

where $S_\infty$ is a collection of $r_1 + r_2$ infinite places of $K$ and $N_\nu = N_j$ at the appropriate places $\nu$.

**Remark 3.2.** The factor $N_{K/Q}(a)^{2s}$ insures that $Z_n(Q, [a], s)$ depends only on the ideal class $[a]$.

The zeta function $Z_n(Q, [a], s)$ has been studied extensively by A. Terras (see [T] and the references therein). More recently, we used this zeta function to study lower bounds for class numbers [M].

We will establish the following functional equation for $Z_n(Q, [a], s)$.

**Theorem 3.3.** Let

$$A = 2^{-r_2}d_K^3 \pi^{-\frac{n}{2}}$$

and

$$F(Q, [a], s) = A^{2s} \Gamma(s)^{r_1} \Gamma(2s)^{r_2} Z_n(Q, [a], s).$$

Then $F(Q, [a], s)$ is analytic on $\mathbb{C}$ except for simple poles at $s = 0, \frac{n}{2}$, and

$$F(Q, [a], s) = ||Q^{-1}||^{\frac{1}{2}} F(Q^{-1}, [a^*], \frac{n}{2} - s).$$

One forms the vector zeta function of $Q$ from the ideal class zeta functions.

**Definition 3.4.** The vector zeta function of $Q$ is defined by

$$\vec{Z}_n(Q, s) = (Z_n(Q, [a_1], s), \ldots, Z_n(Q, [a_h], s))^t.$$

Using Theorem 3.3 we obtain the following functional equation for $\vec{Z}_n(Q, s)$.

**Theorem 3.5.** The zeta function $\vec{Z}_n(Q, s)$ satisfies the functional equation

$$\vec{Z}_n(Q, s) = \frac{G(2\left(\frac{n}{2} - s\right))}{G(2s)} \sqrt{D(Q^{-1})} \cdot P \cdot \vec{Z}_n(Q^{-1}, \frac{n}{2} - s). \quad (3.1)$$

4. A Theta transformation formula

We will need the following theta transformation formula in the proof of Theorem 3.3.
Proposition 4.1. Let \( t^{(1)}, \ldots, t^{(N)} \) be positive real numbers with \( t^{(r_1+r_2+j)} = t^{(r_1+j)} \) for \( j = 1, \ldots, r_2 \). Then

\[
\sum_{a \in a^n} \exp \left( -\pi \text{Tr} (Q[a]t) \right) = \frac{1}{||Q||^{\frac{n}{2}}} \frac{1}{||t||^{\frac{n}{2}}} \sum_{a' \in (a^n)^*} \exp \left( -\pi \text{Tr} (Q^{-1}[a']t^{-1}) \right),
\]

where

\[
\text{Tr} (Q[a]t) = \sum_{j=1}^{N} Q^{(j)}[a^{(j)}]t^{(j)}.
\]

Proof. Let \( K \otimes_{\mathbb{Q}} \mathbb{R} \) be the \( N \)-dimensional real Minkowski space. Then the function

\[
g(x) := \exp \left( -\pi \text{Tr} (Q[x]t) \right), \quad x \in (K \otimes_{\mathbb{Q}} \mathbb{R})^n,
\]

is in the Schwartz class \( S((K \otimes_{\mathbb{Q}} \mathbb{R})^n) \).

The ideal \( a^n \) is a lattice of full rank in \( (K \otimes_{\mathbb{Q}} \mathbb{R})^n \). Choose a Haar measure \( \mu_H \) on \( (K \otimes_{\mathbb{Q}} \mathbb{R})^n \) such that

\[
\mu_H ((K \otimes_{\mathbb{Q}} \mathbb{R})^n/a^n) = 1.
\]

From the preceding observations, \( g(x) \) is \( ((K \otimes_{\mathbb{Q}} \mathbb{R})^n, a^n) \)-admissible in the sense of [W], so that by Poisson summation,

\[
\sum_{a \in a^n} g(a) = \sum_{a' \in (a^n)^*} \hat{g}(a'),
\]

where the Fourier transform is defined by

\[
\hat{g}(z) = \int_{(K \otimes_{\mathbb{Q}} \mathbb{R})^n} g(x)e^{-2\pi i \text{Tr}(z^T x)}d\mu_H(x).
\]

Let \( \{\alpha_1, \ldots, \alpha_N\} \) be a basis for \( a \) over \( \mathbb{Z} \). Then

\[
a = \bigoplus_{j=1}^{N} \mathbb{Z}\alpha_j
\]

and

\[
K \otimes_{\mathbb{Q}} \mathbb{R} = \bigoplus_{j=1}^{N} \mathbb{R}\alpha_j.
\]

It follows that the map

\[
\bigoplus_{j=1}^{N} \mathbb{R}\alpha_j \rightarrow \bigoplus_{j=1}^{r_1+r_2} V_j
\]

defined by

\[
x = \sum_{j=1}^{N} x_j \alpha_j \mapsto \left( \sum_{j=1}^{N} x_j \alpha_j^{(1)}, \ldots, \sum_{j=1}^{N} x_j \alpha_j^{(r_1+r_2)} \right) = y
\]

is an isomorphism.
Let \( d_a \) be the absolute value of the discriminant of \( a \). Using Lemma 4.2, we find that under the transformation (4.1), the Haar measure becomes
\[
d\mu_H(x) = (2^n)^{r_2} d_a^\frac{n}{2} \prod_{j=1}^{r_1+r_2} dy^{(j)},
\]
where \( dy^{(j)} \) is Lebesgue measure on \( V_j^n \). Further, observe that the trace can be expressed as
\[
\text{Tr}(Q[x]t) = \sum_{j=1}^{r_1+r_2} N_j Q^{((j[1])))} x^{((j[1]))} t^{((j[1]))}.
\]
By combining these facts, we find that the Fourier transform can be written as
\[
\hat{g}(z) = d_a^{-\frac{n}{2}} \prod_{j=1}^{r_1} \int_{\mathbb{R}^n} \exp\left(-\pi Q^{((j[1]))} y^{((j[1]))} t^{((j[1]))}\right) dy^{(j)}
\]
\[
\times \prod_{j=r_1+1}^{r_2} \int_{\mathbb{C}^n} \exp\left(-2\pi Q^{((j[1]))} y^{((j[1]))} t^{((j[1]))}\right) \left(2^n dy^{(j)}\right).
\]
Using standard properties of the Fourier transform (see for example the local computations in Tate’s thesis as given in [L]), and the change of variables formula, we find that
\[
\int_{\mathbb{R}^n} \exp\left(-\pi Q^{((j[1]))} y^{((j[1]))} t^{((j[1]))}\right) dy^{(j)} = \frac{1}{|t^{((j[1]))}|^{\frac{n}{2}} \sqrt{|\det(Q^{((j[1))))}|}} \exp\left(-\pi Q^{((j[1]))} y^{((j[1]))} t^{((j[1]))}\right),
\]
and
\[
\int_{\mathbb{C}^n} \exp\left(-2\pi Q^{((j[1]))} y^{((j[1]))} t^{((j[1]))}\right) \left(2^n dy^{(j)}\right) = \frac{1}{|t^{((j[1]))}|^{n} \sqrt{|\det(Q^{((j[1))))}|}} \exp\left(-2\pi Q^{((j[1]))} y^{((j[1]))} t^{((j[1]))}\right).
\]
Substitute these integrals into the formula for \( \hat{g} \) and take products to obtain
\[
\hat{g}(z) = \frac{1}{||Q||^\frac{1}{2} ||t||^\frac{n}{2} d_a^\frac{1}{2}} \exp(-\pi \text{Tr} \left( Q^{-1}[z] t^{-1} \right)).
\]
The proposition follows by substituting the formula for \( \hat{g} \) into the right hand side of the Poisson summation formula. □

**Lemma 4.2.** The absolute value of the determinant of the Jacobian
\[
\frac{\partial (y^{(1)}, \ldots, y^{(r_1)}, \text{Re}(y^{(r_1+1)}), \text{Im}(y^{(r_1+1)}), \ldots, \text{Re}(y^{(r_1+r_2)}), \text{Im}(y^{(r_1+r_2)}))}{\partial (x_1, \ldots, x_N)}
\]
is \( 2^{-r_2} d_a^\frac{1}{2} \).
Proof. This follows from computing the absolute value of the determinant of the matrix
\[
\begin{pmatrix}
\alpha^{(1)}_1 & \cdots & \alpha^{(1)}_N \\
\vdots & \ddots & \vdots \\
\alpha^{(r_1)}_1 & \cdots & \alpha^{(r_1)}_N \\
\text{Re} \left( \alpha^{(r_1+1)}_1 \right) & \cdots & \text{Re} \left( \alpha^{(r_1+1)}_N \right) \\
\text{Im} \left( \alpha^{(r_1+1)}_1 \right) & \cdots & \text{Im} \left( \alpha^{(r_1+1)}_N \right) \\
\vdots & \ddots & \vdots \\
\text{Re} \left( \alpha^{(r_1+r_2)}_1 \right) & \cdots & \text{Re} \left( \alpha^{(r_1+r_2)}_N \right) \\
\text{Im} \left( \alpha^{(r_1+r_2)}_1 \right) & \cdots & \text{Im} \left( \alpha^{(r_1+r_2)}_N \right)
\end{pmatrix}.
\]

\[\square\]

5. Proof of Theorem 3.3

Express the absolute value of the discriminant of \( a \) as
\[d_a = N_{K/Q}(a)^2 d_K.\]

By applying the identity
\[\Gamma \left( \frac{s}{2} \right) = \int_0^\infty \exp(-a^2 y) y^{s/2} \frac{dy}{y}, \quad a > 0,\]
at the real and complex places as in Hecke’s proof of the functional equation for Grössencharakter \( L \)-functions, we obtain the Mellin transform
\[F \left( Q, [a], \frac{s}{2} \right) = \int_0^\infty \cdots \int_0^\infty \sum_{a \in \mathbb{R}(a^n)} \exp \left( -\pi d_a^{-\frac{1}{2}} \sum_{\nu \in S_\infty} N_{\nu} Q^{(\nu)}[a^{(\nu)}] y_{\nu} \right) ||y||^{s/2} \frac{dy}{y},\]
where
\[||y|| = \prod_{\nu \in S_\infty} y_{\nu}^{N_{\nu}} \quad \text{and} \quad \frac{dy}{y} = \prod_{\nu \in S_\infty} \frac{dy_{\nu}}{y_{\nu}}.\]

Define the multiplicative group
\[G = \prod_{\nu \in S_\infty} (\mathbb{R}^+_\nu)^*,\]
and the map
\[|·| : K^* \to G\]
by \(|\alpha| = (|\alpha^{(\nu)}|)_{\nu \in S_\infty}\). Observe that \(\ker |·| \) is the group of roots of unity, and that \(V = |U_K|\) is a discrete subgroup of the norm one hypersurface \(G^0\) defined by
\[G^0 = \{ y \in G : ||y|| = 1 \} < G,\]
with compact quotient \(G^0/V\).
For \( y \in G \), write \( y = t^{\frac{1}{N}}c \) uniquely by setting
\[
  t = \frac{||y||}{||y||^{\frac{1}{N}}} \quad \text{and} \quad c = \frac{y}{||y||^{\frac{1}{N}}}.
\]
We thus obtain the decomposition
\[
  G = G^0 \times (\mathbb{R}^+)^*.
\]

Let \( d^*c \) be the unique Haar measure on the multiplicative group \( G^0 \) such that the canonical Haar measure \( dy/y \) on \( G \) becomes
\[
  \frac{dy}{y} = d^*c \times \frac{dt}{t}.
\]

We can now express the Mellin transform as
\[
  F(Q, [a], \frac{s}{2}) = \int_0^\infty \int_{G^0} \sum_{a \in \mathbb{R}^{\mathbb{Z}^N}} \exp \left( -\pi t^{\frac{1}{N}} d_a^{-\frac{1}{N}} \sum_{\nu \in S_{\infty}} N_\nu Q^{(\nu)} [a^{(\nu)}] c_\nu \right) d^*c \frac{dt}{t},
\]

Choose a fundamental domain \( E \) for the action of the group
\[
  |U_K|^2 = \{ |\epsilon|^2 : \epsilon \in U_K \}
\]
on \( G^0 \) which decomposes the norm one hypersurface into the disjoint union
\[
  G^0 = \bigcup_{\eta \in |U_K|} \eta^2 E.
\]

Then
\[
  \int_{G^0} \sum_{a \in \mathbb{R}^{\mathbb{Z}^N}} \exp \left( -\pi t^{\frac{1}{N}} d_a^{-\frac{1}{N}} \sum_{\nu \in S_{\infty}} N_\nu Q^{(\nu)} [a^{(\nu)}] c_\nu \right) d^*c \]
\[
  = \int_E \frac{1}{w_K} \sum_{a \in a^n \setminus \{0\}} \exp \left( -\pi t^{\frac{1}{N}} d_a^{-\frac{1}{N}} \sum_{\nu \in S_{\infty}} N_\nu Q^{(\nu)} [a^{(\nu)}] c_\nu \right) d^*c \tag{5.1}
\]
where \( w_K \) is the number of roots of unity in \( K \).

Substitute (5.1) in the Mellin transform to obtain
\[
  F(Q, [a], \frac{s}{2}) = \int_0^\infty \int_E \frac{1}{w_K} \left[ \Theta_n \left( Q, a, t^{\frac{1}{N}} d_a^{-\frac{1}{N}} c \right) - 1 \right] d^*c \frac{dt}{t},
\]
where
\[
  \Theta_n \left( Q, a, t^{\frac{1}{N}} d_a^{-\frac{1}{N}} c \right) = \sum_{a \in a^n} \exp \left( -\pi t^{\frac{1}{N}} d_a^{-\frac{1}{N}} \sum_{\nu \in S_{\infty}} N_\nu Q^{(\nu)} [a^{(\nu)}] c_\nu \right).
\]
Now, a simple integration allows us to express the Mellin transform as
\[
F \left( Q, [a], \frac{s}{2} \right) = \int_0^1 \int_E \frac{1}{w_K} \Theta_n \left( Q, a, t^{\frac{1}{N}} d_a^{\frac{1}{N}} c \right) d^* c t^\frac{s}{2} \frac{dt}{t} - \frac{2 \mu^* (E)}{w_K} (5.2)
\]
\[+ \int_1^\infty \int_E \frac{1}{w_K} \left[ \Theta_n \left( Q, a, t^{\frac{1}{N}} d_a^{\frac{1}{N}} c \right) - 1 \right] d^* c t^\frac{s}{2} \frac{dt}{t},\]
where \( \mu^* (E) \) is the measure of the pullback of \( E \).

Let \( t = \tau^{-1} \) and \( dt = -d\tau/\tau^2 \) in the first integral on the right hand side of (5.2). Using the invariance of \( d^* c \) under the transformation \( c \mapsto c^{-1} \), the functional equation for the theta function \( \Theta_n (Q, a, z) \) given in Proposition 5.1, and another simple integration, we find upon making the substitution \( s \to 2s \) that
\[
F (Q, [a], s) = \int_1^\infty \int_E \frac{1}{w_K} \left[ \Theta_n \left( Q, a, t^{\frac{1}{N}} d_a^{\frac{1}{N}} c \right) - 1 \right] d^* c t^s \frac{dt}{t} - \frac{\mu^* (E)}{w_K} (5.3)
\]
\[+ \int_1^\infty \int_E \frac{||Q^{-1}||^{\frac{1}{2}}}{w_K} \left[ \Theta_n \left( Q^{-1}, a^*, t^{-\frac{1}{N}} d_a^{-\frac{1}{N}} c \right) - 1 \right] d^* c t^{(\frac{s}{2} - s)} \frac{dt}{t}
\]
\[- \frac{\mu^* (E) ||Q^{-1}||^{\frac{1}{2}}}{w_K (\frac{s}{2} - s)}.\]

From (5.3), it is clear that \( F (Q, [a], s) \) is analytic on \( \mathbb{C} \) except for simple poles at \( s = 0, \frac{n}{2} \). Make the substitutions \( s \to \frac{n}{2} - s \), \( a \to a^* \), and \( Q \to Q^{-1} \) in (5.3) to complete the proof. \( \Box \)

**Proposition 5.1.** With notation as above,
\[
\Theta_n \left( Q, a, t^{\frac{1}{N}} d_a^{\frac{1}{N}} c \right) = \frac{1}{t^{\frac{1}{2}} ||Q||^{\frac{1}{2}}} \Theta_n \left( Q^{-1}, a^*, t^{-\frac{1}{N}} d_a^{-\frac{1}{N}} c^{-1} \right).
\]

**Proof.** Let \( c_{r_1 + r_2 + j} := c_{r_1 + j} \) for \( j = 1, \ldots, r_2 \), and \( \gamma := (\gamma^{(1)}, \ldots, \gamma^{(N)}) \) where \( \gamma^{(j)} = t^{\frac{1}{N}} d_a^{\frac{1}{N}} c_j > 0 \) for \( j = 1, \ldots, N \). Then
\[
\Theta_n \left( Q, a, t^{\frac{1}{N}} d_a^{\frac{1}{N}} c \right) = \sum_{a \in a^n} \exp \left( -\pi \text{Tr} (Q[a]\gamma) \right).
\]
Using Proposition 4.1, we find that
\[
\Theta_n \left( Q, a, t^{\frac{1}{N}} d_a^{\frac{1}{N}} c \right) = \frac{1}{||Q||^{\frac{1}{2}} ||\gamma||^{\frac{1}{2}} \left( N_{K/Q}(a) d_{d_K}^{\frac{1}{2}} \right)^n} \Theta_n \left( Q^{-1}, a^*, t^{-\frac{1}{N}} d_a^{-\frac{1}{N}} c^{-1} \right).
\]
Two straightforward computations yield
\[
||\gamma|| = \left( t^{\frac{1}{N}} d_a^{\frac{1}{N}} \right)^N c_1 \cdots c_{r_1} c_{r_1 + 1} \cdots c_{r_1 + r_2} = td_a^{-1} ||c||,
\]
and
\[
N_{K/Q}(a) d_{d_K}^{\frac{1}{2}} = \left( N_{K/Q}(a)^2 d_K \right)^{\frac{1}{2}} = d_a^{\frac{1}{2}}.
\]
Finally, observe that $||c|| = 1$ because $c$ lies in the norm one hypersurface $G^0$, and $\frac{d_a}{a} = \frac{d_a^{-1}}{a}$.

6. PROOF OF THEOREM 1.1

We will need the following proposition (see also [T]).

**Proposition 6.1.** With notation as above,
\[
\tilde{Z}_2(Q, s) = \left( \zeta_{[a_i^{-1} a_j]}(2s) \right) \cdot \tilde{E}(Q, s).
\]

**Proof.** Recall from the proof of Proposition 2.6 that
\[
E_{[x_i]}(Q, s) = N_{K/Q}(a_i)^{2s} \sum_{a \in R(a_i^2)} \prod_{\nu \in S_\infty} Q(\nu)^{-N_{\nu}s}, \quad \text{Re}(s) > 1.
\]

Therefore,
\[
Z_2(Q, [a_i], s) = N_{K/Q}(a_i)^{2s} \sum_{a \in R(a_i^2)} \prod_{\nu \in S_\infty} Q(\nu)^{-N_{\nu}s}
\]
\[
= N_{K/Q}(a_i)^{2s} \sum_{a_i | b} \sum_{a \in R(b^2)} \prod_{\nu \in S_\infty} Q(\nu)^{-N_{\nu}s}
\]
\[
= \sum_{a_i | b} N_{K/Q}(a_i^{-1} b)^{-2s} N_{K/Q}(b)^{2s} \sum_{a \in R(b^2)} \prod_{\nu \in S_\infty} Q(\nu)^{-N_{\nu}s}.
\]

To complete the proof, let $c = a_i^{-1} b$ and observe that $c$ runs through all integral ideals in the class $[a_i^{-1} a_j]$.

We will also need the determinant of the matrix of ideal class zeta functions. Let $\chi \in cl(O_K) := \text{Hom}(cl(O_K), T)$ be a character of the ideal class group. Define the $h \times h$ matrix
\[
M = (\overline{\chi_i(a_j)}),
\]
whose $i, j$th component $\overline{\chi_i(a_j)}$ is the complex conjugate of the character $\chi_i$ evaluated at the ideal class representative $a_j$. Further, define the $L$–function of $\chi$,
\[
L(\chi, s) = \sum_{(0) \neq a \in O_K} \chi(a) N_{K/Q}(a)^{-s}, \quad \text{Re}(s) > 1,
\]
and the $h \times h$ diagonal matrix of $L$–functions
\[
L(s) = \begin{pmatrix}
L(\chi_1, s) & & \\
& \ddots & \\
& & L(\chi_h, s)
\end{pmatrix}.
\]

**Proposition 6.2.** With notation as above,
\[
\left( \zeta_{[a_i^{-1} a_j]}(s) \right) = M^{-1} \cdot L(s) \cdot M.
\]
Proof. Let $\chi \in \text{cl}(\mathcal{O}_K)$. Then
\[
\sum_{i=1}^{h} \chi(a_i) \zeta_{[a_i^{-1}a_j]}(s) = \sum_{i=1}^{h} \sum_{b \in [a_i^{-1}a_j]} \chi(a_i) N_{K/Q}(b)^{-s} \\
= \chi(a_j) \sum_{i=1}^{h} \sum_{b \in [a_i^{-1}a_j]} \chi(b^{-1}) N_{K/Q}(b)^{-s} \\
= \chi(a_j) \sum_{i=1}^{h} \sum_{b \in [a_i^{-1}a_j]} \chi(b) N_{K/Q}(b)^{-s} \\
= \chi(a_j) L(\chi, s).
\]

From Proposition 6.2 and class field theory (see [N]),
\[
\det \left( \left( \zeta_{[a_i^{-1}a_j]}(s) \right) \right) = \prod_{\chi \in \text{cl}(\mathcal{O}_K)} L(\chi, s) = \zeta_H(s). \tag{6.1}
\]

Proof of Theorem 1.1. Let $n = 2$ in Theorem 3.5 and apply Proposition 6.1 to both sides of the functional equation (3.1) to obtain
\[
\left( \zeta_{[a_i^{-1}a_j]}(2s) \right) \cdot \widehat{E}(Q, s) = \frac{G(2(1-s))}{G(2s)} \sqrt{D(Q^{-1})} \cdot P \cdot \left( \zeta_{[a_i^{-1}a_j]}(2(1-s)) \right) \cdot \widehat{E}(Q^{-1}, 1-s).
\]
Because $\zeta_H(2s) \neq 0$ for $\text{Re}(s) > \frac{1}{2}$, equation (6.1) implies that the matrix
\[
\left( \zeta_{[a_i^{-1}a_j]}(2s) \right)
\]

is invertible for $\text{Re}(s) > \frac{1}{2}$. It follows that
\[
\widehat{E}(Q, s) = \frac{G(2(1-s))}{G(2s)} \sqrt{D(Q^{-1})} \cdot \left( \zeta_{[a_i^{-1}a_j]}(2s) \right)^{-1} \cdot P \cdot \left( \zeta_{[a_i^{-1}a_j]}(2(1-s)) \right) \cdot \widehat{E}(Q^{-1}, 1-s)
\]

for $\text{Re}(s) > \frac{1}{2}$. The Eisenstein series $\widehat{E}(Q, s)$ has a meromorphic continuation to $\mathbb{C}$ (see [La]). Theorem 1.1 follows by uniqueness of analytic continuation.

\[\square\]

7. THE DETERMINANT OF $P$

Proposition 7.1. Let $m$ be the order of the group $\text{cl}(\mathcal{O}_K)[2]$ of 2-torsion in $\text{cl}(\mathcal{O}_K)$. Then
\[
\det(P) = (-1)^{\frac{h-m}{2}}.
\]
Proof. Suppose that \( \sigma \) is a permutation of \( \text{cl}(\mathcal{O}_K) \) with corresponding permutation matrix \( P_\sigma \). Then

\[
\det(P_\sigma) = (-1)^l,
\]

where \( l \) is the number of transpositions in the decomposition of \( \sigma \) as a product of transpositions. In terms of \( P_\sigma \),

\[
l = h - \frac{|\text{Fix}(\sigma)|}{2},
\]

where we have divided by two since one transposition corresponds to an exchange of two rows. Specializing to \( \sigma^* : a \to a^* \),

we see that it suffices to show that

\[
|\text{Fix}(\sigma^*)| = |\text{cl}(\mathcal{O}_K)[2]|.
\]

It is a deep theorem of Hecke that the different \( D_K \) is a square in \( \text{cl}(\mathcal{O}_K) \) (see [H], Theorem 176). Therefore, because \( a^* = (aD_K)^{-1} \), we need only consider the permutation

\[
\sigma_g : x \to x^{-1}g^2,
\]

where \( g \) is a fixed element of \( \text{cl}(\mathcal{O}_K) \). But an element \( x \) in \( \text{cl}(\mathcal{O}_K) \) is fixed by \( \sigma_g \) if and only if \( x^2 = g^2 \) if and only if \( x = ag \), where \( a^2 = 1 \). We conclude that

\[
|\text{Fix}(\sigma_g)| = |\text{cl}(\mathcal{O}_K)[2]|.
\]

\[\square\]

8. Proof of Theorem 1.3

Given the formula for \( \Phi(s) \) in Theorem 1.1, it suffices to compute the determinants of the matrices \( P \), \( \sqrt{D(Q-1)} \), and

\[
\left( \zeta_{[a_i^{-1}a_j]}(s) \right).
\]

We have computed the first and third of these in Proposition 7.1 and equation (6.1), respectively, and a straightforward computation yields

\[
\det \left( \sqrt{D(Q^{-1})} \right) = ||Q^{-1}||^\frac{h}{2}.
\]

\[\square\]

9. Proof of Theorem 1.5

We will need the following lemma.

**Lemma 9.1.** With notation as above,

\[
M^{-1} \cdot \begin{pmatrix} -1 & 1 & \cdots & 1 \\ 1 & \ddots & \ddots & \cdots \\ \vdots & \ddots & \ddots & 1 \\ 1 & \cdots & \cdots & 1 \end{pmatrix} \cdot M = -\frac{2}{h} \begin{pmatrix} 1 & 1 & \cdots & 1 \\ 1 & 1 & \cdots & 1 \\ \vdots & \vdots & \ddots & \vdots \\ 1 & \cdots & \cdots & 1 \end{pmatrix} + I_h.
\]

(9.1)
Proof. Assume that $\chi_1 = 1$. Multiply both sides of (9.1) on the left by $M$ and rearrange to obtain

$$M - \begin{pmatrix} -1 & 1 & \cdots & 1 \\ 1 & \ddots & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots \\ 1 & \ddots & \ddots & 1 \end{pmatrix} \cdot M = \frac{2}{h} M \cdot \begin{pmatrix} 1 & 1 & \cdots & 1 \\ 1 & 1 & \cdots & 1 \\ \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & \cdots & 1 \end{pmatrix}. $$

A straightforward computation yields

$$M - \begin{pmatrix} -1 & 1 & \cdots & 1 \\ 1 & \ddots & \ddots & \ddots \\ \vdots & \ddots & \ddots & \ddots \\ 1 & \ddots & \ddots & 1 \end{pmatrix} \cdot M = \begin{pmatrix} 2\chi_1(a_1) & 2\chi_1(a_2) & \cdots & 2\chi_1(a_h) \\ 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \end{pmatrix}$$

$$= \begin{pmatrix} 2 & 2 & \cdots & 2 \\ 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \end{pmatrix}. $$

By the orthogonality relations for group characters,

$$\frac{1}{h} \sum_{j=1}^h \chi_i(a_j) = \frac{1}{|cl(O_K)|} \sum_{[a] \in cl(O_K)} \chi_1(a)\chi_i(a) = \delta_{1i},$$

where

$$\delta_{ij} = \begin{cases} 1 & \text{if } i = j, \\ 0 & \text{if } i \neq j. \end{cases}$$

Then another straightforward computation yields

$$\frac{2}{h} M \cdot \begin{pmatrix} 1 & 1 & \cdots & 1 \\ 1 & 1 & \cdots & 1 \\ \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & \cdots & 1 \end{pmatrix} = 2 \begin{pmatrix} \frac{1}{h} \sum_{j=1}^h \chi_1(a_j) & \frac{1}{h} \sum_{j=1}^h \chi_1(a_j) & \cdots & \frac{1}{h} \sum_{j=1}^h \chi_1(a_j) \\ \frac{1}{h} \sum_{j=1}^h \chi_2(a_j) & \frac{1}{h} \sum_{j=1}^h \chi_2(a_j) & \cdots & \frac{1}{h} \sum_{j=1}^h \chi_2(a_j) \\ \vdots & \vdots & \ddots & \vdots \\ \frac{1}{h} \sum_{j=1}^h \chi_h(a_j) & \frac{1}{h} \sum_{j=1}^h \chi_h(a_j) & \cdots & \frac{1}{h} \sum_{j=1}^h \chi_h(a_j) \end{pmatrix}$$

$$= \begin{pmatrix} 2 & 2 & \cdots & 2 \\ 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & 0 \end{pmatrix}. $$

□
Proof of Theorem 1.5. From Theorem 1.1 and Proposition 6.2 we find that
\[
\text{Tr}(\Phi(s)) = \text{Tr} \left( \frac{G(2(1-s))}{G(2s)} \sqrt{D(Q^{-1})} \cdot P \cdot \left( \zeta_{[a_i^{-1}a_j]}(2(1-s)) \cdot \left( \zeta_{[a_i^{-1}a_j]}(2s) \right)^{-1} \right) \right)
\]
\[
= \text{Tr} \left( \frac{G(1-s)}{G(2s)} \sqrt{D(Q^{-1})} \cdot P \cdot M^{-1} \cdot L(2(1-s)) \cdot L(2s)^{-1} \cdot M \right).
\]

Using the Laurent expansion of the Dedekind zeta function \( \zeta_K(s) \) at \( s = 1 \), it is easily seen that
\[
\lim_{s \to \frac{1}{2}} \frac{L(\chi, 2(1-s))}{L(\chi, 2s)} = -1.
\]

Also, observe that \( G(s) \) is holomorphic at \( s = 1 \), and for \( \chi \neq 1 \), \( L(\chi, s) \) is holomorphic at \( s = 1 \). Combining these facts with Lemma 9.1 yields
\[
\text{Tr}(\Phi(\frac{1}{2})) = \lim_{s \to \frac{1}{2}} \text{Tr}(\Phi(s))
\]
\[
= \left| \left| Q^{-1} \right| \right|^{\frac{1}{2}} \text{Tr} \left( P \cdot M^{-1} \cdot \begin{pmatrix} -1 & 1 & \cdots & 1 \\ \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & \cdots & 1 \end{pmatrix} \cdot M \right)
\]
\[
= \left| \left| Q^{-1} \right| \right|^{\frac{1}{2}} \text{Tr} \left( P \cdot \frac{-2}{h} \begin{pmatrix} 1 & 1 & \cdots & 1 \\ 1 & 1 & \cdots & 1 \\ \vdots & \vdots & \ddots & \vdots \\ 1 & 1 & \cdots & 1 \end{pmatrix} + P \cdot I_h \right)
\]
\[
= \left| \left| Q^{-1} \right| \right|^{\frac{1}{2}} (\text{Tr}(P) - 2).
\]

Finally, because the trace of a permutation matrix is the number of fixed points, \( \text{Tr}(P) = |\text{Fix}(\sigma^*)| = m \), by Proposition 7.1. \( \square \)
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