On Applications of a Complex Variable Method in Compressible Flows
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In this paper, we develop a complex variable formulation for the potential equations of compressible fluid flow and discuss the possibility of its application to the solution of compressible fluid flow problems. A numerical method to solve inverse problems using this formulation is discussed. © 1990 Academic Press, Inc.

1. INTRODUCTION

In this paper we discuss the complex variable formulation of compressible fluid flow equations and its application to inverse problems. This paper should be viewed as an attempt to extend the complex variable approach (CVA) to compressible fluid flow computation. As we know the success of CVA with incompressible flow lies in the Cauchy–Riemann formulation of the fluid flow equations. This suggests that a similar formulation for compressible fluid flow equations may prove useful for many applications. As it turns out, the compressible fluid flow equations admit an almost similar representation in an appropriate plane [1, 2]. The equations in this plane are the nonlinear Cauchy–Riemann equations (CRE). As we will see, the nonlinearity in this plane is very mild in the sense that these equations are linear CRE with an $O(M^4)$ nonlinear contribution, where $M$ is the local Mach number.

This formulation has a number of significant applications and is likely to be useful in fluid flow applications. A similar notion using the partial differential equation in the real plane has been first used by the author [2] and has proven useful in aerodynamic application. Neglecting the nonlinear contribution provides an almost exact solution by a simple fast Fourier transform. The principle idea has been to compute this almost exact solution and then to use this as a driver to get the exact solution. This approach is naturally favorable provided the nonlinear contribution can be computed economically. In [2] the appropriate partial differential equations were solved using this approach and proved quite economical. There a clever approach is taken to remove some of the singularities. Such singularities are encountered at the stagnation points.

As differential operators are not suitable to deal with such singularities, we feel that it is worthwhile to attempt an alternate approach that has inherent
smoothing properties. It is well known that integral operators provide smoothing of singularities and thus help in dealing with the singularities numerically. In addition, these are also stable with respect to roundoff error. Here we take such an approach by reformulating the compressible fluid flow equations in the complex plane. The integral equation approach we take here allows us to include the \( O(M^4) \) correction by computing the nonlinear contribution. However, this might be expensive numerically since multiple integral evaluation is usually involved with such a nonlinear contribution. Even though such is the case with this method at present, the numerical computations of the integral involved can be accelerated by using the ideas of \([3, 4]\). In any case this is a topic of further research.

The rest of the paper is laid out as follows: In Section 2 we discuss the formulation of the potential equations of compressible fluid flow. In Section 3 we formulate the inverse problem using the theory developed in Section 2. In Section 4 we discuss some special cases. In Section 5 we discuss in some detail the airfoil design problem in the spirit of Section 3. In Section 6 we outline the numerical method and in Section 7 we present some numerical results. Finally, we conclude in Section 8.

2. THE FORMULATION

The potential equations of compressible fluid flow are \( [1] \)

\[
\nabla \cdot (\rho \bar{q}) = 0; \quad \nabla \times \bar{q} = 0; \quad p = \rho^\gamma.
\]

(1)

Here the variables are normalized by their sonic values and linear dimensions by some appropriate linear dimension. Alternately we write (1) as

\[
\rho \bar{q} = \nabla \times (c \psi \bar{k}); \quad \bar{q} = \nabla \phi.
\]

(2)

The constant \( c \) is arbitrary. An appropriate choice of \( c \) will play a crucial role in certain estimates and in the numerical method to be discussed later. The above equations in the potential plane are given by \( [1, 2] \)

\[
\theta_{\phi} - K^{-1} \nu_{\phi} = 0, \quad \theta_{\psi} + K \nu_{\psi} = 0.
\]

(3)

Above and below \( \phi, \psi, \theta, \nu \) respectively denote the potential, the stream function, the flow direction, and the Prandtl–Meyer function. \( K \) and \( \nu \) in (3) are defined as

\[
K = c \frac{\beta}{\rho(q(M))}; \quad \nu = \int_{1}^{\gamma} \frac{\beta \, dq}{q}.
\]

(4, 5)

We use the notation \( \beta^2 = 1 - M^2 \). The density \( \rho \) is related to the Mach number \( M \) and the speed \( q \) through Bernoulli’s law and the pressure-density relation for an ideal gas. For the \( \gamma \)-law gas, the constant \( c \) is chosen to be

\[
c = \left( \frac{\gamma + 1}{2} \right)^{\frac{1}{\gamma - 1}}.
\]

(6)
The justification for this particular choice will be made later. With this choice of the constant $c$, the following relations hold [5]:

$$\frac{c}{\rho} = \left(1 + \frac{\gamma - 1}{2} M^2\right)^{1/(\gamma - 1)},$$  

$$q = \frac{\sqrt{(\gamma + 1)/2} M}{\sqrt{1 + (\gamma - 1)/2}^2 M^2},$$  

and

$$v = k \tan h^{-1} \left(\beta \frac{\beta}{k}\right) - \tan h^{-1} \beta.$$  

In Eq. (9), $k^2 = (\gamma + 1)/(\gamma - 1)$ and we have $0 \leq K \leq 1$ for $1 \leq M \leq 0$. Next we reduce the system (3) to the Beltrami equation in the complex plane.

2.1 Beltrami Equation

We introduce the new variables

$$\omega = \phi + i\psi; \quad \tau = -\nu + i\theta$$  

and define the complex derivatives $\tau_{\omega}$ and $\tau_{\omega}$ as formal differential operators given by

$$\tau_{\omega} = \frac{1}{2}(\tau_\varphi + i\tau_\psi); \quad \tau_{\omega} = \frac{1}{2}(\tau_\varphi - i\tau_\psi).$$  

By making use of (3) and (10) in (11), we obtain

$$\tau_{\omega} = \frac{1 - K}{2} [K^{-1}\theta_\psi + i\theta_\phi]; \quad \tau_{\omega} = \frac{1 + K}{2} [K^{-1}\theta_\psi + i\theta_\phi].$$  

It follows from (12) that

$$\tau_{\omega} = \mu \tau_{\omega},$$

where $\mu$ is given by

$$\mu = \frac{1 - K}{1 + K}.$$  

We denote respectively the domains in $z$ and $\omega$ plane by $\Omega_z$ and $\Omega_\omega$. The mapping $\omega(\tau): \Omega_z \rightarrow \Omega_\omega$ is one-to-one since the Jacobian of this mapping $J = \partial(\phi, \psi)/\partial(x, y) = \rho q^2$ is not zero except at stagnation points.

Equation (13) is known as the Beltrami equation [6]. Equation (13) can be viewed as describing a mapping from the $\omega$ plane to the $\tau$ plane. Such a mapping exhibits branch-point singularities for many flows in the $\tau$-plane and hence need not be one-to-one [1].
2.2 Properties of the Coefficient $p$

We mention here the following properties of the coefficient $p$ given by (14):

1. Since $\rho(\omega)$ and $\beta(\omega)$ are in $C^\infty(\Omega_\omega)$ (since the flow is subsonic), the functions $K$ and hence $\mu$ are also in $C^\infty(\Omega_\omega)$ (see (4) and (14)).

2. $\mu$ is a monotonically increasing function of $M$, since we obtain from (4) and (14)

$$
\frac{dK}{dM} = c\beta \frac{d}{dM} \left( \frac{1}{\rho} \right) + \frac{c}{\rho} \frac{d}{dM} (\beta)
$$

and

$$
\frac{d\mu}{dK} = \frac{2}{(1 + K^2)} < 0
$$

which gives

$$
\frac{d\mu}{dM} = \frac{dM}{dK} * \frac{dK}{d\mu} > 0. \quad (15)
$$

3. $\mu$ is positive and bounded between 0 and 1.

Proof. From (4) and (7), we have

$$
\mu = \begin{cases} 
0, & \text{for } M = 0 \\
1, & \text{for } M = 1.
\end{cases}
$$

Then from (15) it follows that

$$0 \leq \mu \leq 1 \quad \text{for} \quad 0 \leq M \leq 1.
$$

4. $\mu$ is $O(M^4)$.

Proof. Expanding $c/\rho$ and $\beta$ in powers of $M^2$, we have

$$
\frac{c}{\rho} = \left(1 + \frac{\gamma - 1}{2} M^2 \right)^{1/(\gamma - 1)}
$$

$$
= 1 + \frac{M^2}{2} + \frac{2 - \gamma}{8} M^4 + O(M^6) \quad (17)
$$

and

$$
\beta = (1 - M^2)^{1/2}
$$

$$
= 1 - \frac{M^2}{2} - \frac{M^4}{8} + O(M^6). \quad (18)
$$
From (17) and (18) we have

\[ K = \beta \frac{C}{\rho} \]

\[ = 1 - \frac{\gamma + 1}{8} M^4 + O(M^6). \]  

(19)

Hence from (14) and (19) we have

\[ \mu = \frac{1 - K}{1 + K} = \frac{(1 - K)/2}{(1 - (1 - K)/2)} \]

\[ = \left( \frac{1 - K}{2} \right) + \left( \frac{1 - K}{2} \right)^2 + \ldots \]

\[ = \frac{\gamma + 1}{16} M^4 + \left( \frac{\gamma + 1}{16} \right)^2 M^8 + O(M^{12}). \]  

(20)

Notice from (13) and (20) that \( \tau \) is analytic to \( O(M^4) \). This will have considerable implications in the efficiency of the numerical methods that we discuss in Section 5. It should be mentioned that this, in particular, and subsequent estimates pertain to the specific choice of \( c \) we have made in (6). If \( c \) were chosen to be one instead of the choice in (6), then the above estimate would be \( O(1) \) and the numerical method mentioned later would not be as efficient.

2.3. Properties of the Beltrami Equation

Equation (13) has some special properties which we discuss under assumptions:
(i) \( \tau_{\omega} \neq 0 \) and (ii) \( \mu \) is a known function of \( \omega \). Assumption (i) limits the set of flows and assumption (ii) requires approximating \( \lambda_0 \) in a judicious way so that a good solution is obtained. We state these elementary results (see also [6]) about Eq. (13).

PROPOSITION 1. If \( \tau(\omega) \) is a solution of Eq. (13), then any analytic function \( f \) or \( \tau \) is also a solution of the same equation since

\[ f_{\omega} = f_{\tau\omega} = f_{\tau\mu} = \mu f_{\omega}. \]

PROPOSITION 2. If Eq. (13) defines a mapping from \( \Omega_{\omega} \) to \( \Omega_{\tau} \) in one-to-one continuous way and \( \tau_{\omega} \neq 0 \) anywhere in \( \Omega_{\omega} \), then any solution \( u \) of Eq. (13) is analytic in \( \Omega_{\tau} \) (this is the converse of Proposition (1)), since

\[ 0 = u_{\omega} - \mu u_{\omega} \]

\[ = u_{\tau_{\omega}} + u_{\tau} \tau_{\omega} - \mu(u_{\tau} \tau_{\omega} + u_{\tau} \tau_{\omega}) \]

\[ = u_{\tau}(\tau_{\omega} - u_{\tau_{\omega}}) + u_{\tau}(\tau_{\omega} - u_{\omega}) \]

\[ = u_{\tau}(1 - |\mu|^2) \]

implies \( u_{\tau} = 0. \)
Proposition 1 provides a way to generate infinite families of solutions to (13) by finding analytic functions of a known solution to (13). Proposition 2 ensures that the problem of finding a solution $\omega$ subject to some condition is equivalent to that of finding an analytic function is a suitable plane subject to certain analogues of these conditions.

The above two propositions, however, do not lead to any simplification to general situations where the assumptions leading to the above two propositions do not apply. Such is the case here since the coefficient $\mu$ is a nonlinear function of $\tau$ and there exist branch points in $\tau$ plane for certain flows [1]. We apply the formulation (13) and the ideas discussed here to solving the inverse problem.

3. INVERSE PROBLEM

Consider the inverse problem that is typical of exterior flows past a body: To find the unknown profile $L_z$, from the following data:

$$q = q(s), \ s \in [0, 1] \quad \text{and} \quad \theta(z = \infty) = \theta_\infty.$$  \hspace{1cm} (21)

Here $s$ is an arclength parameter. The mapping $z(\omega)$ induced by the potential plane formulation (2), maps infinity in $\Omega_z$ to infinity in $\Omega_\omega$ and the unknown profile, $L_z$, to

$$\psi = 0; \quad \phi = \int q(s) \, ds. \hspace{1cm} (22)$$

Equation (22) maps the data $q(s)$ onto a slit, $L_\omega$, and also provides the data $q(\phi)$ and hence $v(\phi)$. We notice from Fig. 1 that $L_\omega$ is

$L_\omega: \begin{cases} \psi = 0^+, & \phi \in [0, \phi_B], \\ \psi = 0^-, & \phi \in [0, \phi_B]. \end{cases}$

where $(\phi, \psi) = (0, 0)$ corresponds to the front stagnation point and $(\phi_B, 0), (\phi_B', 0)$ respectively correspond to upper and lower sides of the rear stagnation point. The gap $BB' = A\phi$ is the circulation $\Gamma$.

The inverse problem now reduces to solving (13) subject to the data,

$$\text{Real} [\tau(\phi, \psi = 0)] = -v(\phi), \quad \phi \in L_\omega \hspace{1cm} (23a)$$

$$\text{Imag} [\tau(\omega = \infty)] = \theta_\infty. \hspace{1cm} (23b)$$

The solution $\tau(\omega) = -v + i\theta$ is then used in the mapping $z(\omega)$ given by [1, 5].

$$z = \int q \left( d\phi + \frac{c}{\rho} d\psi \right) \hspace{1cm} (24)$$
to construct the flow in $\Omega_z$. In particular, the profile, $L_z$, is obtained from

$$z = \int \frac{e^{i\theta}}{q} d\phi.$$  \hspace{1cm} (25)

In order to avoid dealing with the infinite domain in the $\omega$-plane, we define a mapping (conformal)

$$\omega_\sigma = 0,$$  \hspace{1cm} (26)

so that $\omega$ plane maps onto the interior of the unit circle $\Omega = \{\sigma: |\sigma| < 1\}$ with a slit $L_\omega \to \partial\Omega(\sigma = e^{i\alpha}, \alpha \in [0, 2\pi])$. The mapping $\omega(\sigma): \Omega_\omega \to \Omega$ is explicitly given by \cite{2},

$$\omega(\sigma) = a(\sigma e^{i\alpha_0} + \sigma^{-1} e^{-i\alpha_0}) - i2a \sin \alpha_0 \ln(\sigma e^{i\alpha_0}).$$  \hspace{1cm} (27)

Here $a$ and $\alpha_0$ are two constants related to circulation and upstream flow direction. The mapping $\omega(\sigma)$ maps $A, A'$ to $\sigma = 1$ and $B$ to $\sigma = e^{i\alpha_0}; \alpha = \pi - 2\alpha_0$ (see Fig. 1). From (27), it can be seen that $d\omega/d\sigma \neq 0$ except at these two isolated points on the unit circle and hence this mapping is also one-to-one.

From Eq. (13) and (27), we have in the circle plane,

$$\tau_\sigma = \chi \tau_\sigma \hspace{1cm} (28)$$

with

$$\chi = \frac{\mu(\omega_\sigma)}{\omega_\sigma}. \hspace{1cm} (29)$$
An overbar denotes complex conjugate. We note that \( \chi \) is complex and its magnitude is bounded between 0 and 1, since

\[
0 \leq |\chi| = \left| \frac{\mu}{\omega_\sigma} \right| = |\mu| = \mu \leq 1. \tag{30}
\]

The right inequality follows from (16). We have used the property that \( \mu \) is a positive function and is less than one. From (30), it follows that \( |\chi| \) has the same properties as those of \( \mu \) mentioned earlier.

In \( \sigma \)-plane, the boundary data (23a), (23b) maps into

\[
\text{Real}(\tau(\sigma = e^{i\alpha})) = -v(\alpha); \quad \alpha \in [0, 2\pi] \tag{31a}
\]

\[
\text{Imag}(\tau(\sigma = 0)) = \theta_{\infty}. \tag{31b}
\]

The solution of (28) subject to the above boundary data provides us with \( \tau(\sigma) \). The profile \( L_\infty \), which is the image of the unit circle \( \sigma = e^{i\alpha} \), is obtained from (see Eq. (25))

\[
z(\alpha) = \int_{0}^{\pi} e^{i\alpha} \frac{d\phi}{q} \; d\alpha. \tag{32}
\]

3.1. Solution to the Inverse Problem

We write the solution of (28) as

\[
\tau(\sigma) = \tau^p(\sigma) + g(\sigma), \tag{33}
\]

where \( \tau^p(\sigma) \) is given by (see Appendix A))

\[
\tau^p = -\frac{1}{\pi} \int_{S_\infty} \frac{\tau_\zeta}{\zeta - \sigma} \; d\zeta \; d\eta = -\frac{1}{\pi} \int_{S_\infty} \frac{\chi \tau_\zeta}{\zeta - \sigma} \; d\zeta \; d\eta. \tag{34}
\]

We see that Eq. (33) then satisfies Eq. (28) provided \( g(\sigma) \) is an analytic function of \( \sigma \). Since \( \tau(\sigma) - \tau^p(\sigma) = g(\sigma) \) is an analytic function, \( g(\sigma) \) is uniquely determined from the boundary values of the real part of \( \tau(\sigma) - \tau^p(\sigma) \), except for an arbitrary constant. To fix this arbitrary constant we provide the data (31b). This can be formalized by writing

\[
g(\sigma) - h(( -v(\alpha) - \text{Real}(\tau^p(\alpha)); \theta_{\infty}), \sigma). \tag{35}
\]

where \( h(\cdot) \) denotes the functional dependence. For our geometry, \( h(\cdot) \) refers to the Poisson’s formulae [7]. From (33) and (35) we have

\[
\tau(\sigma) = \tau^p(\sigma) + h(( -v(\alpha) - \text{Real}(\tau^p(\alpha)); \theta_{\infty}), \sigma). \tag{36}
\]

This is a nonlinear integro-differential equation for \( \tau(\sigma) \). Therefore the inverse problem is formally solved provided the above equation can be solved for \( \tau(\sigma) \).
3.2. The Algorithm

We see that Eq. (33), (34), and (35) suggest the following iteration scheme:

\[ g_k(\sigma) = h((-v(\alpha) - \text{Real}(\tau_k^{(a)}(\alpha)); \theta_{z_0}), \sigma) \]
\[ \tau_k(\sigma) = \tau_k^{(p)}(\sigma) + g_k(\sigma) \]
\[ \tau_{k+1}(\sigma) = T[\tau_k(\zeta); \sigma]. \]

Here the subscript \( k \) refers to the level of iteration. \( T \) in (39) is the integral operator in (34).

As is obvious, a suitable initial choice of \( \tau^p(\sigma) \) starts the iteration procedure. The above scheme updates \( \tau^p(\sigma) \) at the end of each iteration and this updated \( \tau^p(\sigma) \) becomes the input to the next iteration. The rate of convergence of the above scheme to the exact solution will depend crucially on the initial guess of \( \tau^p \). The fact that \( \tau^p = O(M^4) \) suggests an initial guess of \( \tau^p = 0 \). In Section 4 we apply this iteration scheme to a typical inverse problem: the design of an airfoil.

It should be mentioned that regularity of the analytic function \( h(\cdot) \) depends on the boundary data \( v(\alpha) \) and hence \( q(\alpha) \). Since \( \tau \) is singular when \( q = 0 \), the extent to which the regularity of Eq. (28) is lost depends directly on the number of zeroes of \( q(\alpha), \alpha \in [0, 2\pi] \). This adds to the level of difficulty in solving (28) even numerically using the above iteration scheme.

The data \( q(s) \) that is typical of exterior flows of our interest contains at least one zero (flow past a cusped airfoil). The above numerical scheme can easily be adapted to such singular data. We show the details of how to deal with such singular data on a model problem in Section 5.

3.4. Mapping \( z(\sigma): \Omega \rightarrow \Omega_z \)

As mentioned earlier, the mapping \( \Omega \rightarrow \Omega_z \) in one-to-one. The mapping \( z(\omega): \Omega_\omega \rightarrow \Omega_z \) is given by \[ 1, 2 \]

\[
dz = \frac{e^{i\theta}}{q} \left( d\phi + i \frac{c}{\rho} d\psi \right)
= \frac{e^{i\theta}}{2q} \left\{ \left(1 + \frac{c}{\rho}\right) d\omega + \left(1 - \frac{c}{\rho}\right) d\bar{\omega} \right\}
= \frac{e^{i\theta}}{2q} \left\{ \left(1 + \frac{c}{\rho}\right) \omega_\sigma d\sigma + \left(1 - \frac{c}{\rho}\right) \bar{\omega}_\sigma d\bar{\sigma} \right\}.
\]

If \( (\rho, q, \theta) \) are known in the \( \sigma \)-plane, then (40) can be used to map the \( \sigma \) plane to the \( z \)-plane. This in essence generates grids in the physical plane. A better understanding of these grids is obtained when we notice from (40),

\[ z_{\sigma} = \frac{e^{i\theta}}{q} \left(1 + \frac{c}{\rho}\right) \omega_\sigma; \quad \bar{z}_\sigma = \frac{e^{i\theta}}{q} \left(1 - \frac{c}{\rho}\right) (\bar{\omega}_\sigma). \]
From (41) it follows that

\[ z_\sigma = \lambda z_\sigma, \quad (42) \]

where

\[ \lambda = \frac{1 - c/\rho}{1 + c/\rho}. \quad (43) \]

Notice that \( \lambda \) is complex and depends implicitly on \( z \) through \( \mathcal{L} \). For future reference we note the following properties of \( \lambda \) which are analogous to the same as \( \mu \) and can be proved in a similar manner:

1. \( \lambda \) is a \( C^\infty(\Omega) \) function.
2. \( |\lambda| \) is a monotonically increasing function of the Mach number \( M \).
3. \( |\lambda| \) is bounded between 0 and \( (c - 1)/(c + 1) \), where \( c \) is given by (6), i.e.,

\[ 0 \leq |\lambda| \leq \left( \frac{c - 1}{c + 1} \right) < 1 \quad \text{for} \quad 0 \leq M \leq 1. \quad (44) \]

4. \( \lambda \) is \( O(M^2) \) and is given by

\[ \lambda = -\frac{M^2}{4} + \frac{(\gamma - 1)}{16} M^4 + O(M^6). \quad (45) \]

Notice from (46), that \( \lambda = 0 \) corresponds to conformal mapping. The Jacobian of this mapping is given by

\[ J = |z_\sigma|^2 - |z_\bar{\sigma}|^2 = (1 - \lambda^2)|z_\sigma|^2 > 0. \quad (46) \]

The right inequality follows from (44). Thus the mapping \( z(\sigma) \) induced by the flow is well defined and can be used to generate a grid. This method of grid generation is addressed elsewhere [12].

It should be mentioned that under this mapping, image of a closed curve in \( \Omega \) (\( \sigma \)-plane) need not be a closed curve in \( \Omega \) (\( z \)-plane). Let the curve \( C \) in \( \Omega \) be the image of a circle \( |\sigma| = r \leq 1 \) in the \( \sigma \)-plane. Let \( \Delta z \) denote the gap between the two end points of the curve. The gap \( \Delta z \) is same for any closed curve in \( \sigma \)-plane. From (40) we have

\[ \Delta z = \frac{1}{2} \int_{|\sigma| = r} \frac{e^{i\theta}}{q} \left\{ \left( 1 + \frac{c}{\rho} \right) \omega_\sigma d\sigma + \left( 1 - \frac{c}{\rho} \right) \overline{\omega_\sigma} d\sigma \right\}. \quad (47) \]

The variables \( q, \rho, \theta \) are related to \( \tau \) through (7) to (10). We have not succeeded in directly applying (47) to the closure problem in the context of inverse problems.
4. Special Cases (Incompressible and Tangent Gas Flows)

For incompressible flow,

\[ M = 0; \quad p = \text{const} = c. \]  \hfill (48)

Then from (4), \( K = 1 \) and from (14) and (43), we have

\[ \mu = 0; \quad \lambda = 0. \]  \hfill (49)

Equations (28) and (42) reduce to

\[ \tau_\sigma = 0; \quad z_\sigma = 0. \]  \hfill (50)

Hence \( \tau \) and \( z \) are analytic functions in the \( \sigma \)-plane as expected.

For tangent gas flow [8–10],

\[ \gamma = -1; \quad \frac{c}{\rho} = \frac{1}{\beta}. \]  \hfill (51)

Then from (4), \( K = 1 \) and from (14) and (43), we have

\[ \mu = 0; \quad \lambda = \frac{1 - \beta^{-1}}{1 + \beta^{-1}}. \]  \hfill (52)

Equations (28) and (42) reduce to

\[ \tau_\sigma = 0; \quad z_\sigma = \frac{1 - \beta^{-1}}{1 + \beta^{-1}} z_\sigma. \]  \hfill (53)

Thus \( \tau \) is an analytic function of \( \sigma \). However, the mapping \( z(\sigma) \) is still quasi-conformal [1, 8]. In this case the closure condition (47) admits a suitable representation [8].

4.1. New Approximation

From (20) and (29) we have

\[ |\chi| = O(M^4). \]  \hfill (54)

It follows from Eq. (28) that \( \tau_\sigma \) is \( O(M^4) \) and hence an \( O(M^4) \) approximation of \( \tau \), denoted as \( \tau_\sigma^a \), will be governed by

\[ \tau_\sigma^a = 0. \]  \hfill (55)

Since \( \tau_\sigma^a \) is an analytic function, it can be computed using FFT. We have addressed a similar problem in [8]. This approximate solution can be used as a starting guess.
in the numerical solution of Eq. (28). It should be mentioned that this approxima-
tion (henceforth to be referred to as TA) and the tangent gas approximation
(henceforth to be referred to as TGA) differ in the following two respects, even
though both are $O(M^4)$ accurate [8]:

1. In TGA, pressure-density ($p(\rho)$) relation is approximated and in GA the
solution itself is approximated without any modification of $p(\rho)$ relation for an
ideal gas [8, 10].

2. In TGA, the mapping $z(\sigma): \Omega \to \Omega_z$ (Eq (40)) and the closure $\Delta z$ (see
Eq. (47)) admit very suitable representations which makes TGA particularly
attractive for inverse airfoil design [9].

It may be worthwhile to compare the solution for the direct (analysis) problem
in the TGA and GA approximations. It should be noticed that (55) forms a natural,
beside being very accurate, starting guess in the numerical solution of Eq. (28).

5. AIRFOIL DESIGN

This problem has been addressed by many authors. See [13–14] and references
therein. In this section we describe the application of the present formulation to the
airfoil design problem. The profile of an airfoil is in general smooth with either a
sharp or a cusped trailing edge. Thus the data $q(s)$ over such a smooth profile can
have at most two zeroes, one corresponding to the front stagnation point and the
other corresponding to a sharp trailing edge. Since images of these points are
$\exp(i\alpha_s)$ and 1 respectively on the unit circle, a suitable choice for the analytic
function $g(\sigma)$ in Eq. (33) is

$$e^{g(\sigma)} = (1 - \sigma)^{-\delta} (e^{i\alpha_s} - \sigma)^{-1} \exp \left( \sum_{n=0}^{\infty} c_n \sigma^n \right),$$  \hspace{1cm} (56)

where

$$\alpha_s = \pi - 2\alpha_0 \quad \text{and} \quad \delta = \theta_t/\pi.$$  

The first two terms in (25) account for the singularities at the stagnation points,
$\sigma = 1$ and $\sigma = \exp(i\alpha_s)$. With this choice of $g(\sigma)$ we have from (33)

$$\tau - \tau^p = \ln[(1 - \sigma)^{-\delta} (e^{i\alpha_s} - \sigma)^{-1}] + \sum_{n=0}^{\infty} c_n \sigma^n$$  \hspace{1cm} (57)

which we rewrite as

$$\bar{\tau} - \tau^p(\sigma) = \sum_{n=0}^{\infty} c_n \sigma^n.$$  \hspace{1cm} (58)
Here and below $\tilde{\tau}$ refers to

$$\tilde{\tau} = \tau - \ln \left[ (1 - \sigma)^{-\delta} (e^{i\alpha} - \sigma)^{-1} \right]$$ (59)

which assumes finite values at the stagnation points. Thus the Eq. (57) has been regularized in the form (58) which is suitable for numerical purpose. In analogy with (10), we write

$$\tilde{\tau} = \tilde{\nu} + i\tilde{\theta}.$$ (60)

Projection of Eq. (58) and (59) on the unit circle gives

$$\tilde{\tau}(\alpha) - \tau^\nu(\alpha) = \sum_{n=0}^{N/2-1} c_n e^{i n \alpha}.$$ (61)

and

$$\tilde{\tau}(\alpha) = \tau(\alpha) - \ln \left[ (1 - e^{i\alpha})^{-\delta} (e^{i\alpha} - e^{i\alpha})^{-1} \right].$$ (62)

Notice that the series has been truncated to a finite sum for numerical purposes. From (60) and (62), we have

$$\tilde{\nu}(\alpha) = -v(\alpha) - \ln G(\alpha)$$ (63)

and

$$\tilde{\theta}(\alpha) = \theta(\alpha) - \eta(\alpha),$$ (64)

where $G(\alpha)$ and $\eta(\alpha)$ are given by

$$G(\alpha) = \left( 2 \sin \frac{\alpha}{2} \right)^{-\delta} \left| 2 \cos \left( \alpha_0 + \frac{\alpha}{2} \right) \right|^{-1}$$ (65)

and

$$\eta(\alpha) = \frac{1}{2} \delta(\pi - \alpha) - \left( \pi + \frac{\alpha}{2} \right) + \pi U(\alpha - \alpha_0) + \alpha_0.$$ (66)

Equation (64) can be written in terms of the body angle as

$$\tilde{\theta}(\alpha) - \theta_B(\alpha) - \frac{1}{2} \delta(\pi - \alpha) + \frac{\alpha}{2} - (\pi + \alpha_0).$$ (67)

6. Numerical Method

6.1. Computational Steps (Flow Chart)

As mentioned earlier, our method is based on the algorithm discussed in Section 3.2. Computations are performed within the unit circle with $M$ grids in the radial direction and $N$ grids in the angular direction. In our algorithm the
free stream Mach number $M_\infty$ is free to be determined by the following algorithm. Our algorithm involves the following steps:

(a) Compute $q(x_k)$ and hence $v(x_k)$ at $x_k = (2\pi/N)k$, $k \in [0, N-1]$, from the given data $q(s)$ using (22) and (27). For details see [2].

(b) Compute $\tilde{v}(x_k)$ from (63) and (65) at $x_k = (2\pi/N)k$, $k \in [0, N-1]$.

(c) Assume $\tau^0_k = 0$; $i \in [0, M-1]$; $k \in [0, N-1]$. This is the initial guess.

(d) Find the complex conjugate $\tilde{\theta}(x_k) - \text{Imag}(\tau^0_k(x_k))$ from $\tilde{v}(x_k) - \text{Real}(\tau^0_k(x_k))$ using (61). Back-to-back fast Fourier transform is used for this purpose. The values of the body angle $\theta_k(x_k)$ are computed from $\tilde{\theta}(x_k)$ using (67). The shape of the profile is then obtained from (32).

(e) Find $g_{jk} = g(\sigma_{jk})$; $j \in [0, M-1]$, $k \in [0, N-1]$ using the Taylor series (58). Again FFT is used to sum the Taylor series which favors considerable computational savings.

(f) Find $\tau^j_k$; $j \in [0, M-1]$, $k \in [0, N-1]$. Even though computation of the double integral in (C.9) (See Appendix C.) at $M \times N$ points might be intimidating computationally, such is not the case when care is taken to optimize the code on a vector computer with an appropriate number of memory banks.

The updated value of $\tau^j_k$ in step (f) becomes the input to the step (d) above. The steps (d) to (f) are carried out in an iterative loop until some convergence criterion is met. A suitable quantity to monitor for convergence is $A_\theta = \max_{0 \leq k < N} |\tilde{\theta}^{j+1}_{k,k} - \tilde{\theta}_{k,k}|$, $j$ denoting the level of iteration. When $A_\theta$ is below some tolerance level, the iteration scheme may be considered to have converged. The shape of the boundary, obtained in step (d) at convergence, is the solution to the inverse problem. At convergence the free stream Mach number is obtained from the real part $v$ of $\tau(\sigma = 0)$ (see Eq. (9)). In all our cases discussed in the next section, the number of iterations did not exceed four with the tolerance = $10^{-5}$.

In our algorithm the free stream Mach number $M_\infty$ is a free parameter and is obtained from $v(\sigma = 0)$ (see Eq. (9)). $v(\sigma = 0)$ is the real part of $\tau(\sigma = 0)$ which is obtained from our converged solution. Since our solution at zeroth order is $O(M^4)$, the computed $M_\infty$ at zeroth order is very close to the converged value. In fact in all our runs the $M_\infty$ during iterations were same up to two decimal places. Therefore for subcritical flows, the computed free stream Mach number $M_\infty$ could not get close to 1. In fact this method will work for all possible subcritical input data (speed).

6.2. Evaluation of the Double Integral (Eq. (34))

The evaluation of $\tau^j_k$ given by (see Appendix C),

$$\tau^j_k = -\frac{1}{\pi} \iint_\Omega \frac{f(\zeta)}{\zeta - \sigma} \, d\zeta \, d\eta$$

$$= \frac{f(\sigma)}{\sigma} - \frac{1}{\pi} \iint_\Omega \frac{f(\zeta) - f(\sigma)}{\zeta - \sigma} \, d\zeta \, d\eta$$
involves numerical computation of the above double integral. Numerically the second form is more suitable for obvious reasons. The computation of this double integral is done by using an elementary composite trapezoidal rule. Each iteration involves evaluation of this integral at $M \times N$ grid points in $\Omega: |r| \leq 1$ and each evaluation takes an $O(M \times N)$ operation count. Therefore the total number of operation counts devoted to this integral evaluation is $O(M^2N^2)$ per iteration, which accounts for the major fraction of the computation time on a scalar machine. However, in practice this computation does not require much time and results are obtained in a fraction of a second in CPU time with $65 \times 32$ grids, which is typical for our problem. Our code has been completely vectorized on CRAY X-MP at the San Diego supercomputer center. We have run our code on CRAY X-MP resulting in substantial speedup over running the code on the local MIPS machine which is itself a fast machine (peak speed nearly 7 Mflops).

As mentioned earlier an effective strategy to accelerate the computation further is possible by devising an efficient method for the evaluation of the double integral. Such an approach would involve writing the integral as a power series in $\sigma$ and would be similar in spirit to [3,4]. However such an effort has not yet been pursued.

7. PRELIMINARY RESULTS (VALIDATION)

To explore the validity of our method, we focus here on three aspects: (1) numerical convergence; (2) rate of convergence; and (3) quantitative comparison of the computed solution with the exact solution.

In our method, the boundary data is the prescribed speed distribution. We generate such data over known airfoils by using the Euler code FLO52s (analysis mode) [11]. Specifically we chose a 12% thick Kutta airfoil and a NACA0012 airfoil. The philosophy here is to generate the profiles using these data as input (inverse mode) and compare these profiles with the exact known airfoils. Even though the analysis and the inverse modes are theoretically exact inverses of each other, numerically there is minor deviation due to the differences in the numerics of the Euler code (analysis mode), which provides the input data, and that of our code (inverse mode), which provides the airfoil.

Figure 2 shows the speed distribution over the Kutta airfoil at $M_{\infty} = 0.6$ and $\alpha = 0.0$. With this data as input, our code is run. We used 129 points in the circular direction and 31 points in the radial direction. We obtain a converged solution and a free stream Mach number $M_{\infty}$ within three iterations. Convergence criterion in this and all the following cases is taken to be the maximum of the difference in the values of the body angle between two successive iterations below some tolerance level. Figure 3 and Fig. 4 respectively compare the zeroth-order solution and the converged solution (produced by our code) with the exact solution. As seen in Fig. 3 the zeroth-order solution generated by our code compares well with the exact solution. This is to be expected since the nonlinear contribution is very mild (see
Fig. 2. Normalized speed distribution over a 12% thick Kutta airfoil at Mach number $M = 0.6$ and $x = 0.0$.

Fig. 3. Comparison of the zeroth order solution (initial guess of the airfoil generated by our code) and the exact solution (Kutta airfoil).
Section 3.3). The computed free stream Mach number $M_\infty^c = 0.5999$ is very close to the exact value $M_\infty = 0.6$. This much error is probably well within the acceptable range. Figure 5 shows the convergence rate. Here we plot the error (maximum of the difference in the values of the body angle between two successive iterations) as a function of number of iterations. We see that the convergence is indeed very rapid.

It should be mentioned that even though the airfoil that we have generated seems to agree visually with the exact airfoil, there is a small amount of gap (about 0.05% of the chord thickness) at the trailing edge. Because of this gap we have not tried
to compute the solution over the designed airfoil in order to compare this with the
input speed distribution. Since we generate our profile here by integrating the solu-
tion (see Eq. (32)), any small error in the computed value of the body angle will
generate a finite gap, even though ideally it should be zero. Our numerical solution
is very accurate except at two points around the leading edge where the pointwise
error in the body angle is about 1.0%. This error is the source of the minor gap
at the trailing edge.

In the following we show some results with the NACA0012 airfoil. This airfoil
has a sharp trailing edge and thus the speed at the trailing edge is zero. In Fig. 6
we plot the Euler speed distribution as a function of arclength of this airfoil at
$M = 0.6$ and $\alpha = 0.0$. With this as input our code generates the body angle. Here
again our solution turns out to be virtually exact except at two points near the
leading edge where the error in the body angle is within 2%. Here we generate the
airfoil by integrating Eq. (32) on either side of the airfoil up to the front stagnation
points with minor smoothing of the data at the leading edge. Figure 7 compares the
zeroth-order solution with the exact airfoil. Here the solution turns out to be
excellent and convergence is achieved in three iterations. The converged solution is
shown in Fig. 8. The computed value of the free stream Mach number is
$M_{\infty}^c = 0.6013$ which is close to the exact value 0.6. This solution is obtained with
129 points in the circular direction and 31 points in the radial direction. The CPU
time for each of the runs were about one minute on the MIPs machine.

![Image](image_url)

**Fig. 6.** Normalized speed distribution over a 12% thick NACA0012 airfoil at Mach number
$M = 0.6$ and $\alpha = 0.0$. 
8. CONCLUSION

Here we have developed the Beltrami formulation for compressible flow equations. We have discussed some of its properties in regard to the flow. This formulation is applicable to subcritical flows in general and various problems for subcritical
flows can also be solved by using the present formulation. An algorithm for solving this equation is provided which has been shown to be convergent on a model problem (the inverse problem). This algorithm provides an alternative to solve the Beltrami equation. Since any quasi-linear PDE can be cast into this form [2], the algorithm provided here has general applicability. However, there is considerable room for improvement in speeding up the computation using this algorithm. The present method of computation of the double integral (see Section 6.2) is the only minor bottleneck which can be improved as mentioned earlier.

We have applied this formulation to the inverse airfoil design problem. Our algorithm for this problem is valid for arbitrary subcritical input data as discussed in Section 6.1. Since the zeroth order solution is \( O(M^4) \) accurate, the convergence rate speeds up with decreasing \( M_\infty \). In fact for low speed, the zeroth-order solution will suffice for all practical purposes. We have generated airfoils with symmetric speed distributions as input data. However, the present version of the vectorized code needs further coding for the nonsymmetric case. The main difficulty in regard to the inverse problem is the closure problem which has not yet been addressed using our formulation. It should be mentioned that previously we have also provided a convergent algorithm for solving the PDEs (see Eq. (3)) in the real plane by using a finite difference scheme [2].

The present method of inverse airfoil design has several advantages over other methods: (1) The \( O(M^4) \) accurate solution is obtained by only one FFT. This also gives the free stream Mach number which is almost exact for reasons mentioned earlier; (2) the numerical convergence is very rapid and in many instances zeroth-order solution will suffice; (3) the stagnation point singularities are better resolved due to inherent smoothing properties of the integral (see Eq. 34); (4) the formulation developed here is very general and is applicable to other compressible flow problems. The only limitation of this method is that it is applicable to subcritical flows.

APPENDIX A: Solution to the Beltrami equation \( u_z = f \)

If

\[
  u_z = f \tag{A1}
\]

and \( f \) satisfies a Hölder condition with exponent \( \alpha \) in a circle \( \Omega: |z| < r \), then

\[
  u(z) = \frac{1}{\pi} \iint_{\Omega} \frac{f(\zeta)}{\zeta - z} \, d\zeta \, d\eta, \tag{A2}
\]

\[
  u_z = -\frac{1}{\pi} \iint_{\Omega} \frac{f(\zeta) - f(z)}{(\zeta - z)^2} \, d\zeta \, d\eta, \tag{A3}
\]

where \( \zeta = \xi + i\eta \).
We have roughly quoted the above from [2] and here we prove it for the sake of completeness.

**Proof.** Let

\[ u = 4v_z \quad \text{in} \quad \Omega. \]  

(A4)

Then from (A1) we have

\[ 4v_{zz} = f(z). \]  

(A5)

Therefore,

\[ v = -\frac{1}{2\pi} \int_{\Omega} f(\xi, \eta) \log|\xi - z| \, d\xi \, d\eta \]

and hence

\[ v_z = \frac{1}{2\pi} \int_{\Omega} f(\xi, \eta) \frac{d}{dz} \{\log|\xi - z|\} \, d\xi \, d\eta \]

\[ = \frac{1}{4\pi} \int_{\Omega} f(\xi, \eta) \frac{d}{dz} \{\log(\xi - z) + \log(\xi - z)\} \, d\xi \, d\eta \]

\[ = \frac{1}{4\pi} \int_{\Omega} \frac{f(\xi, \eta)}{\xi - z} \, d\xi \, d\eta + \frac{1}{4\pi} \int_{\Omega} f(\xi, \eta) \frac{d}{dz} \{\log(\xi - z)\} \, d\xi \, d\eta. \]  

(A6)

In the second integral, \( \log(\xi - z) \) is singular at \( \xi = z \). If we exclude a small ball \( B \) of radius \( R \) with center at \( z \), and boundary \( \partial B \), then \( \log(\xi - z) \) is analytic in \( \Omega - B \). Therefore, for the second integral, we have

\[ \frac{1}{4\pi} \int_{\Omega} f(\xi, \eta) \frac{d}{dz} \{\log(\xi - z)\} \, d\xi \, d\eta \]

\[ = -\frac{1}{4\pi} \int_{\partial B} f(\xi, \eta) \frac{d}{d\xi} \log(\xi - z) \, d\xi \, d\eta \]

\[ = -\frac{1}{4\pi} \int_{\partial B} \frac{d}{d\xi} (f(\xi, \eta) \log(\xi - z)) \, d\xi \, d\eta + \frac{1}{4\pi} \int_{\partial B} df \log(\xi - z) \, d\xi \, d\eta \]

\[ = -\frac{i}{8\pi} \int_{\partial B} f(\xi, \eta) \log(\xi - z) \, d\xi \, d\eta + \frac{1}{4\pi} \int_{\partial B} df \log(\xi - z) \, d\xi \, d\eta \]

\[ = +\frac{1}{8\pi} \int_{0}^{2\pi} f(\xi, \eta) \log(\xi - z) \, R \, d\theta + \frac{1}{4\pi} \int_{0}^{2\pi} \int_{0}^{R} \frac{df}{d\xi} \log(\xi - z) \, r \, dr \, d\theta \]  

(A7)
Since both of the integrands are continuous and tend to zero as $R \to 0$, the above integral is zero and we have from (A6),

$$v_z = \frac{1}{4\pi} \iint_{\Omega} \frac{f(\xi, \eta)}{\zeta - z} \, d\xi \, d\eta$$

and

$$v_{zz} = -\frac{1}{4\pi} \iint_{\Omega} \frac{f(\xi, \eta)}{(\zeta - z)^2} \, d\xi \, d\eta. \quad (A8)$$

Since

$$\iint_{\Omega} \frac{d\xi \, d\eta}{(\zeta - z)^2} = -\iint_{\Omega} \frac{d}{d\zeta} \left( \frac{1}{\zeta - z} \right) \, d\xi \, d\eta$$

$$= -\frac{i}{2} \oint \frac{d\zeta}{\zeta - z}$$

$$= \frac{ir^2}{2} \oint \frac{d\zeta}{\zeta^2(\zeta - z)}$$

$$= 0, \quad (A9)$$

we have, from (A8) and (A9),

$$v_{zz} = -\frac{1}{4\pi} \iint_{\Omega} \frac{f(\zeta) - f(z)}{(\zeta - z)^2} \, d\xi \, d\eta. \quad (A10)$$

From (A6) and (A4) we get

$$u = -\frac{1}{\pi} \iint_{\Omega} \frac{f(\xi, \eta)}{\zeta - z} \, d\xi \, d\eta \quad (A2)$$

and from (A6) and (A10) we have

$$u_z = 4v_{zz}$$

$$= -\frac{1}{\pi} \iint_{\Omega} \frac{f(\zeta) - f(z)}{(\zeta - z)^2} \, d\xi \, d\eta. \quad (A3)$$

**APPENDIX B**

We want to evaluate the mean value of (A2) on the boundary $\partial B$ of a unit circle, i.e.,

$$\int_0^{2\pi} u(x) \, dx = \int_0^{2\pi} \left( \iint_{\Omega} \frac{f(\zeta)}{\zeta - e^{ix}} \, d\zeta \, d\eta \right) \, dx.$$
If we denote the above integral by \( I \), then we have
\[
I = \int_{\Delta} f(\zeta) \ P_0(\zeta) \ d\zeta \ d\eta,
\]
where
\[
P_0(\zeta) = \int_{0}^{2\pi} \frac{dz}{z - e^{i\alpha}}.
\] (B2)

Using the notation \( \theta = e^{i\alpha} \), we have from (B2)
\[
P_0(\zeta) = -i \oint \frac{d\theta}{\theta(\zeta - \theta)}
= -i \int \left\{ \frac{d\theta}{\zeta} + \frac{d\theta}{\zeta - \theta} \right\}
= -i \zeta \left[ 2\pi i + \begin{cases} -2\pi i & \text{if } \zeta \notin \partial B \\ -\pi i & \text{if } \zeta \in \partial B \end{cases} \right]
= \begin{cases} 0 & \text{if } \zeta \notin \partial B. \\ \pi/\zeta & \text{if } \zeta \in \partial B. \end{cases}
\] (B3)

From (B1) and (B3) we have
\[
I = 0.
\] (B4)

**APPENDIX C: Evaluation of \( \tau^p \)**

The nonanalytic part \( \tau^p \) of the solution is of the form (see Eq. (34)):
\[
\tau^p = -\frac{1}{\pi} \int_{\Delta} \frac{f(\zeta)}{\zeta - \sigma} \ d\zeta \ d\eta.
\] (C.1)

This singular integral is desingularized for numerical purposes in the following manner: We first write \( \tau^p \) as:
\[
\tau^p = -\frac{1}{\pi} \int_{\Delta} \frac{f(\zeta) - f(\sigma)}{\zeta - \sigma} \ d\zeta \ d\eta - \frac{f(\sigma)}{\pi} \int_{\Delta} \frac{d\zeta}{\zeta - \sigma}.
\] (C.2)

The second integral in (C.2) can be explicitly evaluated as follows: We write this integral as
\[
\int_{\Delta} \frac{d\zeta}{\zeta - \sigma} = \int_{\Delta} \frac{d}{d\zeta} (\ln(\zeta - \sigma)) \ d\zeta \ d\eta.
\] (C.3)
Excluding a small ball $B$ of radius $\varepsilon$ with center at $\sigma$ and applying Green's formulae, we have
\[
\iint_{\Omega - B} \frac{d\zeta}{\zeta - \sigma} = \frac{i}{2} \left[ \oint_{\partial \Omega} \ln(\zeta - \sigma) \, d\zeta - \oint_{\partial B} \ln(\zeta - \sigma) \, d\zeta \right]. \tag{C.4}
\]

The region $(\Omega - B)$ is bounded by $\partial \Omega$ and $\partial B$. Since
\[
\zeta = \begin{cases} 
1; & \text{on } \partial \Omega \\
\varepsilon^2; & \text{on } \partial B,
\end{cases}
\]
we have from (C.4)
\[
\iint_{\Omega - B} \frac{d\zeta}{\zeta - \sigma} = -\frac{i}{2} \left[ \oint_{|\zeta| = 1} \frac{\ln(\zeta - \sigma)}{\zeta^2} \, d\zeta - \varepsilon^2 \oint_{|\zeta| = \varepsilon} \frac{\ln(\zeta - \sigma)}{\zeta^2} \, d\zeta \right]. \tag{C.5}
\]

Application of residue theorem gives
\[
\oint_{|\zeta| = \varepsilon} \frac{\ln(\zeta - \sigma)}{\zeta^2} \, d\zeta = 2\pi i \left[ \frac{d}{d\zeta} \ln(\zeta - \sigma) \right]_{\zeta = 0} = -\frac{2\pi i}{\sigma}. \tag{C.6}
\]

It is not difficult to see that the integral around the logarithmic singularity will go to zero as the singularity is approached, i.e.,
\[
\lim_{\varepsilon \to 0} \oint_{|\zeta - \sigma| = \varepsilon} \frac{\ln(\zeta - \sigma)}{\zeta^2} \, d\zeta = 0. \tag{C.7}
\]

Substituting (C.6) and (C.7) in (C.5) and taking the limit $\varepsilon \to 0$, we have,
\[
\iint_{\Omega} \frac{d\zeta}{\zeta - \sigma} = -\frac{\pi}{\sigma}. \tag{C.8}
\]

From (C.2) and (C.8) we have
\[
\tau^p = \frac{f(\sigma)}{\sigma} - \frac{1}{\pi} \int_{\Omega} \frac{f(\zeta) - f(\sigma)}{\zeta - \sigma} \, d\zeta \, d\eta. \tag{C.9}
\]

This desingularized version of the integral is suitable for numerical computation. Notice that the integrand in (C.9) as $\zeta \to \sigma$ has to be understood in the following sense.

Simple algebraic calculation shows that
\[
\lim_{\zeta \to \sigma} \frac{f(\zeta) - f(\sigma)}{\zeta - \sigma} = \frac{\partial f}{\partial \sigma} + \frac{\partial f}{\partial \sigma} \cos 2\alpha, \tag{C.10}
\]
where $\alpha$ is the direction in which $\zeta$ approaches $\sigma$. Notice that for analytic $f(\zeta)$, the limit in (C.10) is defined in the usual sense.
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