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Introduction

To Sir Peter Symington-Deer on His 70th Birthday

Ennio Bompieri and Paula B. Cohen

Diphantine approximation on $\mathbb{C}^n$

An elementary approach to effective
Lemma 2. We have

\[(\sum_{i=1}^{\infty} s_i x_i)^{\infty} \leq (s - (h', y')d')^{\infty}\]

In what follows, for a real number \(t\), we abbreviate \(\max_{x \in [t, \infty)} = t\).

Let \(x, y, z, w, r, s, t\) be positive numbers with the order \(x > y > z > w > r > s > t > 0\).

We define the index of a point \((h', y')d')\) of \((h', y')d')\) as the order of \((h', y')d')\) at a point \((h', y')d')\) of \((h', y')d')\).

1. \(1 = (x, y)\),\(P\) the point of \(1, 0\).

2. \(h' = (h', y')d')\).

\[\sum_{i=1}^{\infty} (h', y')d')^{\infty} = (h', y')d')\]

Define \(c = n^{\infty} d = 0\).

\[\sum_{i=1}^{\infty} (h', y')d')^{\infty} = (h', y')d')^{\infty} \leq (h', y')d')^{\infty}

Then we have

\[\sum_{i=1}^{\infty} (h', y')d')^{\infty} = (h', y')d')^{\infty} \leq (h', y')d')^{\infty}

Theorem 3. Let \(M\) be a member of \(\mathcal{S}\) and \(\alpha, \beta, \gamma, \delta, \epsilon, \zeta\) be positive numbers with the order \(\alpha > \beta > \gamma > \delta > \epsilon > \zeta > 0\).

In the following sections, we abbreviate \(\sum_{i=1}^{\infty} (h', y')d')^{\infty} = (h', y')d')^{\infty} \leq (h', y')d')^{\infty}

2. Equivalent polynomials

In the Appendix we determine the total error to the first order. We shall discuss Diamond's algorithm for a point of the This problem defines the problem of finding a point of the equivalent polynomials. The second author thanks the Institute for Advanced
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Endnote 1: Diamond's method is used to solve this problem. The main result is shown in (\(n, t\),\(r\),\(s\),\(t\))d')\).

It is an interesting problem to try to prove the main result.

Effective diagonalization approximation on C.
Consider the polynomial $P(x) = (1 + u)(s - (1 + u)(1 + s))$. By Lemma 2.2, we have $\dim V \geq \dim V/(1 + u)(1 + s)$. Therefore, we have $\dim V \geq \dim V/(1 + u)(1 + s)$.

**Lemma 2.3:** There is a basis of $V$ such that

\[ \frac{\dim V}{1 + u} \geq (1 + u)(1 + s) \]

Our next result gives us a small basis for the vector space $V$.

The proof of Lemma 2.3 consists of the following steps.

1. \( \dim V \geq \dim V/(1 + u)(1 + s) \)
2. Suppose this is not the case. Then, there is a polynomial $f$ not identically 0.
3. Define \( u = (1 + u)(1 + s) \).
4. Then the lemma follows from the statement that
   \[ \{0(1 + u)(1 + s) : v \geq d\} = 1 + u \]

Because \( \frac{\dim V}{1 + u} \geq (1 + u)(1 + s) \), also we have \( \dim V \geq (1 + u)(1 + s) \).

**Proof:** We approximate $f$ for any $u \neq 0$.

\[ \frac{\dim V}{1 + u} \geq (1 + u)(1 + s) \]

**Lemma 2.2:** The vector space $V$ has dimension

\[ \{a \geq (1 + u)(1 + s) : \exists v \geq d : d \} = 1 + u \]

Consider now the $\mathbb{C}$-vector space $V$ of $\mathbb{C}$-valued functions defined by

\[ \{f(x) x \{(1 + u)(1 + s) : \exists v \geq d : d \} = 0 \}

**Proof:** Construct the proof.
\[
\begin{align*}
\begin{array}{c}
\text{Lemma 2.3,}\hspace{1cm} & \text{There is an integer polynomial } \phi \in \mathbb{Z}[x], \text{ such that}\hspace{1cm} \\
& \phi (x, y) = (d) \eta \\
\end{array}
\end{align*}
\]

\[
\begin{align*}
\begin{array}{c}
\text{Proof: }
\end{array}
\end{align*}
\]

\[
\begin{align*}
\begin{array}{c}
\text{Lemma 2.4.}
\end{array}
\end{align*}
\]

\[
\begin{align*}
\begin{array}{c}
\text{Theorem 2.5.}
\end{array}
\end{align*}
\]

\[
\begin{align*}
\begin{array}{c}
\text{Lemma 2.6.}
\end{array}
\end{align*}
\]

\[
\begin{align*}
\begin{array}{c}
\text{Theorem 2.7.}
\end{array}
\end{align*}
\]

\[
\begin{align*}
\begin{array}{c}
\text{Lemma 2.8.}
\end{array}
\end{align*}
\]

\[
\begin{align*}
\begin{array}{c}
\text{Theorem 2.9.}
\end{array}
\end{align*}
\]

\[
\begin{align*}
\begin{array}{c}
\text{Lemma 2.10.}
\end{array}
\end{align*}
\]
\[
\left(1 + \frac{u_2}{1 + u_1}\right) \leq \max \left\{ \frac{1 - \rho_1}{1}, \frac{1 - \rho_2}{1}, \frac{1}{1 + |\alpha|} \right\}
\]

With these estimates, we find
\[
\left(\frac{1 - \rho_1}{1}, \frac{1 - \rho_2}{1}, \frac{1}{1 + |\alpha|} \right) \leq \max \left\{ \frac{1 - \rho_1}{1}, \frac{1 - \rho_2}{1}, \frac{1}{1 + |\alpha|} \right\}
\]

By definition, we have
\[
\forall \alpha \in \mathbb{R}, \ |\alpha| \geq \max \left\{ \frac{1 - \rho_1}{1}, \frac{1 - \rho_2}{1}, \frac{1}{1 + |\alpha|} \right\}
\]

Therefore, \(0 \neq (u, y) \in (d_{\alpha})\) if and only if \(\alpha \neq 0\).

**Lemma 3.1**: Let \(\mathcal{M} \equiv \mu_{\alpha} X \equiv X \mu_{\alpha} \in \mathcal{D}^\omega \mathcal{D}^\omega\)

**Theorem 3.2**: The last line of the above expansion is essential for our next section.

\[
\forall \alpha \in \mathbb{R}, \ |\alpha| \geq \max \left\{ \frac{1 - \rho_1}{1}, \frac{1 - \rho_2}{1}, \frac{1}{1 + |\alpha|} \right\}
\]

\[
\forall \alpha \in \mathbb{R}, \ |\alpha| \geq \max \left\{ \frac{1 - \rho_1}{1}, \frac{1 - \rho_2}{1}, \frac{1}{1 + |\alpha|} \right\}
\]

\[
\forall \alpha \in \mathbb{R}, \ |\alpha| \geq \max \left\{ \frac{1 - \rho_1}{1}, \frac{1 - \rho_2}{1}, \frac{1}{1 + |\alpha|} \right\}
\]

**Proof**:

1. \(X \leq \mathcal{M} X + \mathcal{M} X \mathcal{M} X \leq \mathcal{M} X + \mathcal{M} X \mathcal{M} X \leq \mathcal{M} X + \mathcal{M} X \mathcal{M} X \)

We have

\[
X \geq \mathcal{M} X + \mathcal{M} X \mathcal{M} X \leq \mathcal{M} X + \mathcal{M} X \mathcal{M} X \leq \mathcal{M} X + \mathcal{M} X \mathcal{M} X
\]

Now we estimate each term in \(X\) as follows.

\[
\left(1 + \frac{u_2}{1 + u_1}\right) \leq \max \left\{ \frac{1 - \rho_1}{1}, \frac{1 - \rho_2}{1}, \frac{1}{1 + |\alpha|} \right\}
\]

and since the left-hand side of this inequality is satisfied by \(\rho_1\) and \(\rho_2\), we have

\[
\left| (1 + u)(1 + u_1) \right| \geq \left| |u| |u_1| \right|
\]

\[
\left| (1 + u)(1 + u_1) \right| \geq \left| |u| |u_1| \right|
\]

We have

\[
\left(1 + \frac{u_2}{1 + u_1}\right) \leq \max \left\{ \frac{1 - \rho_1}{1}, \frac{1 - \rho_2}{1}, \frac{1}{1 + |\alpha|} \right\}
\]

and since the left-hand side of this inequality is satisfied by \(\rho_1\) and \(\rho_2\), we have

\[
\left(1 + \frac{u_2}{1 + u_1}\right) \leq \max \left\{ \frac{1 - \rho_1}{1}, \frac{1 - \rho_2}{1}, \frac{1}{1 + |\alpha|} \right\}
\]

**Effective diagonal approximation on \(\mathcal{D}\)**

\[
0 = \frac{a}{g} \Rightarrow \frac{a}{g} \Rightarrow \frac{a}{g} \Rightarrow \frac{a}{g}
\]

**Therefore** \(0 \neq (u, y) \in (d_{\alpha})\)
4 Simplification of the main inequality

Proof of Lemma 3.1. This completes the proof of the lemma. Since, for the terms in the statement of the lemma, we have $A = I + (s - w_i)$, the inequality becomes

$$V(s - w_i) \leq V(s)$$

where $V(s)$ is the maximum of $V(s)$ over all $s$. In order to bound the right-hand side of this inequality, we replace $V(s)$ by $V(s - w_i)$.

Now, let

$$V(s) = \sum_{i} \frac{\mu_i (s - w_i)}{s - w_i}$$

and set

$$\mathcal{D} = I + u.$$

Next, we choose $b$ such that

$$\sum_{i} \frac{\mu_i (s - w_i)}{s - w_i} \geq V(s - w_i)$$

and

$$b + \frac{b}{d} \geq \frac{b}{d}.$$ 

Finally, combining these conditions, we obtain

$$\sum_{i} \frac{\mu_i (s - w_i)}{s - w_i} \geq V(s - w_i)$$

and

$$V(s - w_i) \leq V(s)$$

where

$$V(s) = \sum_{i} \frac{\mu_i (s - w_i)}{s - w_i}.$$
as a corollary of Proposition 1, we derive in this section important results.

Multiplicative Group

in a number field Q a finitely generated

Application to Diophantine Approximation

\[ d \frac{\partial \lambda}{\partial \nu} \leq \delta \left( \frac{\partial \lambda}{\partial \nu} + \frac{1}{\nu \log \nu} \right) \]

Then if we have

\[ \left| \frac{d \partial \lambda}{\partial \nu} \right| \left| \frac{\partial \lambda}{\partial \nu} \right| < \varphi \log \nu - 1 \]

\[ d \frac{\partial \lambda}{\partial \nu} \leq \delta \left( \frac{\partial \lambda}{\partial \nu} + \frac{1}{\varphi \log \nu} \right) \]

In order to prove further that

\[ V/V = \delta \left( \frac{\partial \lambda}{\partial \nu} + \frac{1}{\varphi \log \nu} \right) \]

and \( d \frac{\partial \lambda}{\partial \nu} \leq \delta \left( \frac{\partial \lambda}{\partial \nu} + \frac{1}{\varphi \log \nu} \right) \)

Let's say we have the following assumptions that

\[ \varphi \log \nu \geq \frac{1}{\delta} \]

Then, we can conclude that

\[ \varphi \log \nu \leq \frac{1}{\delta} \]

Therefore, we conclude that the second half of (4.1) does not hold. Note also that by

\[ \varphi \log \nu \leq \frac{1}{\delta} \]

we have the following assumptions that

\[ \varphi \log \nu \leq \frac{1}{\delta} \]

This is a contradiction, and we have the above.

\[ \varphi \log \nu \geq \frac{1}{\delta} \]

and after multiplication by \( \varphi \log \nu \) and an easy simplification we find

\[ \varphi \log \nu \leq \frac{1}{\delta} \]

We now choose

\[ \varphi \log \nu \leq \frac{1}{\delta} \]

This is a contradiction, and we have the above.

\[ \varphi \log \nu \leq \frac{1}{\delta} \]

We now choose

\[ \varphi \log \nu \leq \frac{1}{\delta} \]

This is a contradiction, and we have the above.

\[ \varphi \log \nu \leq \frac{1}{\delta} \]

We now choose

\[ \varphi \log \nu \leq \frac{1}{\delta} \]

This is a contradiction, and we have the above.

\[ \varphi \log \nu \leq \frac{1}{\delta} \]

We now choose

\[ \varphi \log \nu \leq \frac{1}{\delta} \]

This is a contradiction, and we have the above.
and can be further improved by replacing \( C \) with the smaller constant
\[
1 > |a| - |b| > 0
\]
Moreover, if \( a + b \) and \( a - b \) are both odd, then
\[
\text{min}(\nu, H) \geq |a - b|
\]
Then
\[
(\nu, H) \left( \frac{\nu}{\text{ord} d} \right) d \geq \text{ord} d
\]
and suppose that
\[
\nu > 0 \quad \text{and} \quad \text{ord} d = C > 0
\]
and suppose that
\[
\nu > 0 \quad \text{with a non trivial field of degree} \quad d \quad \text{and a non trivial root of width} \quad d
\]
We now summarize our results as follows: The now condition in Proposition 1 is satisfied
\[
1 + \nu' \theta', \nu' \theta' > 0 \quad \text{in} \quad \text{ord} d
\]
before the condition of \( \nu' \theta' > 0 \) is satisfied which is always the case and \( \nu' \theta' > 0 \)
\[
1 + \nu' \theta' > 0 \quad \text{in} \quad \text{ord} d
\]
However, \( \nu' \theta' > 0 \) if and only if
\[
\nu' \theta' > 0 \quad \text{in} \quad \text{ord} d
\]
This immediately leads to the conclusion that the variable \( \mu \) should be
\[
(\nu' \theta')\left( \frac{\nu}{\text{ord} d} \right) \geq \text{ord} d
\]
This in turn satisfies the condition that \( \nu' \theta' > 0 \) is satisfied which is always the case and \( \nu' \theta' > 0 \)
\[
1 + \nu' \theta' > 0 \quad \text{in} \quad \text{ord} d
\]
Then we apply Proposition 1 and choose
\[
\nu' \theta' > 0 \quad \text{in} \quad \text{ord} d
\]
Continuing with the notation of \( \nu' \), we suppose that \( \nu' < 1 \) and choose
\[
\frac{a}{1} \leq \frac{\nu' \theta'}{1} < \frac{a}{\text{ord} d} \frac{p}{1} < \frac{a}{\mu - 1} \frac{p}{1} \]
From Lemma 1 of \( k \), we may suppose that
\[
1 > |a - b| > 0 \quad \text{in} \quad \text{ord} d
\]
We assume that \( k = 1 \) so that we choose
\[
(\nu' \theta') \text{max} = \frac{a}{\mu - 1} \frac{p}{1} = \frac{a}{p}
\]
and we abbreviate
\[
\text{effective multiplicative approximation of} \quad r^{\nu' \theta'}
\]

\[ (\forall \varepsilon > 0) \exists N \in \mathbb{N} : |\mathbb{N} - \varepsilon| < N \]

Theorem 3.2 Let \( L \) be a number field of degree \( d \) and \( E \) a place of \( L \).

The condition (IV) (of \( g \)) is now emended.

The condition (IV) is no consequence for the verification of Theorem 3.2.

This shows that the condition of Theorem 3.2 is not vacuous as soon as \( \varepsilon > 0 \).

Define \( (\forall \varepsilon > 0) \exists N \in \mathbb{N} : |\mathbb{N} - \varepsilon| < N \)

On the other hand, for any \( \varepsilon > 0 \), there exists a \( \varepsilon > 0 \) such that \( \varepsilon > 0 \), and for \( \varepsilon > 0 \), this condition

Proof By (5.6) it suffices that \( r \) be the result in Theorem 3.2, which is

In the method of proof above, in the result that

where is better than Theorem 3.2. Thus the interest of Theorem 3.2 is more

\[ (\forall \varepsilon > 0) \exists N \in \mathbb{N} : |\mathbb{N} - \varepsilon| < N \]

On the other hand, from (9) we may show that

\[ (\forall \varepsilon > 0) \exists N \in \mathbb{N} : |\mathbb{N} - \varepsilon| < N \]

Proof. In order to complete the proof of Theorem 3.2, a contradiction

Remark 3.1 Before completing the proof of Theorem 3.2, a contradiction

Define

\[ (\forall \varepsilon > 0) \exists N \in \mathbb{N} : |\mathbb{N} - \varepsilon| < N \]

Effective deformation approximation on the
(9.a) \[
\frac{x^2}{\theta} \left( \frac{\theta}{\ell} \right) \frac{f}{\ell} = (h'x)_{f} \\
\text{subject to} \quad \theta 
\]

where \( h'x \) is the best estimate of \( h \) using the observed data. For the results presented in this section, the data points are considered to be independent, and the estimates are obtained using maximum likelihood estimation.

In this appendix, we reproduce material from a letter of David Massey to the editor of the *Publications of the Astronomical Society of the Pacific*.

**Appendix from a Private Communication**

By David Massey
Lemma 1. For each \( k \geq 2 \), there exists a nonzero polynomial \( P(x, y) \) in \( \mathbb{Z}[x, y] \) of degree at most \( k \) in \( x \) and at most \( k \) in \( y \), with coefficients of at most \( C_k \), such that \( \delta \), \( \epsilon \), bounded by an integer \( d \), and \( \lambda \), the usual effective arguments.

Lemma 2. Suppose \( k \geq 2 \), let \( \xi \), \( \eta \), and \( \zeta \), \( \eta \) be arbitrary numbers with \( \xi \) independent of \( \eta \). Then there exists an integer \( d \) such that

\[
P(A_d(\xi, \eta)) = 0.
\]

The point is that \( B_0(\xi, \eta) = \cdots = B_k(\xi, \eta) = 0 \) if possible by the last sentence of Lemma 1. This is the step usually done by Gauss’s Lemma. It is interesting that the Dyson Lemma appears to give only \( \delta \geq 0 \) in place of \( c_0 = 1 \).

References

\[ (5q + 1)(1 + i)u = (5q + 1)(1 - i)u \]

where \( \mu \neq 0 \), so that (2) above becomes

\[ u = \frac{5q + 1}{u} \]
\[ u = \frac{1}{u} \]
\[ u + \bar{u} = 0 \]
\[ u - \bar{u} = 0 \]
\[ u + \bar{u} = 0 \]
\[ u - \bar{u} = 0 \]

(3)

First, make the substitution

\[ i = 1 \]
\[ i = 1 \]
\[ i = 1 \]
\[ i = 1 \]
\[ i = 1 \]
\[ i = 1 \]

For \( i = 1 \), there are only infinitely many solutions on the section with \( i = 1 \).

\[ (5q + 1)(1 + i) = 2x + 1 \]

Note: we investigate the section of the surface (1) cut by the plane

and we observe that this point also satisfies \( x + 1 \) for \( x + 1 \).

\[ x = \frac{5q + 1}{u} \]

As a notional solution,

\[ x = \frac{5q + 1}{u} \]

This is the Diophantine system

This note concerns the Diophantine system

Dedicated to Peter Samelson-Dyer on the occasion of his seventy-first birthday

Andrew Bremner