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Abstract

We prove that if $X$ is a separable, reflexive space which is asymptotic $\ell_p$ for some $1 \leq p \leq \infty$, then $X$ embeds into a reflexive space $Z$ having an asymptotic $\ell_p$ finite-dimensional decomposition. This result leads to an intrinsic characterization of subspaces of spaces with an asymptotic $\ell_p$ FDD. More general results of this type are also obtained. As a consequence we prove the existence of universal spaces for certain classes of separable, reflexive, asymptotic $\ell_p$ spaces.

1. Introduction

Let $X$ be a separable Banach space with a finite-dimensional decomposition (FDD), $(E_n)$. Let $1 \leq p \leq \infty$. $X$ is asymptotic $\ell_p$ with respect to $(E_n)$ [10] if there exists $C < \infty$ so that for all $n$ and all block sequences $(x_i)_{i=n}^{\infty}$

$$\frac{1}{C} \left( \sum_{i=1}^{n} \|x_i\|^p \right)^{1/p} \leq \left\| \sum_{i=1}^{n} x_i \right\| \leq C \left( \sum_{i=1}^{n} \|x_i\|^p \right)^{1/p}$$

(if $p = \infty$ we use the $c_0$-norm $\max \|x_i\|$).

A coordinate-free version of this notion is as follows [9]. Let $X$ be an arbitrary Banach space, and let $\text{cof}(X)$ denote the set of all closed subspaces of $X$ having finite codimension. We say $X$ is asymptotic $\ell_p$ if there exists $C < \infty$ so that

$$\forall n \in \mathbb{N} \quad \exists Y_1 \in \text{cof}(X) \forall y_1 \in S_{Y_1} \quad \text{(unit sphere of } Y_1)$$

$$\exists Y_2 \in \text{cof}(X) \forall y_2 \in S_{Y_2}$$

$$\vdots$$

$$\exists Y_n \in \text{cof}(X) \forall y_n \in S_{Y_n}$$

$$(y_n)_{i=1}^{n} \text{ is } C\text{-equivalent to the unit vector basis of } \ell_p^n.$$  

We prove (Corollary 4.9) that if $X$ is separable, reflexive and asymptotic $\ell_p$, then there exists a reflexive space $Z$ with an FDD $(E_n)$ so that $Z$ is asymptotic $\ell_p$ with respect to $(E_n)$ and $X$ embeds isomorphically into $Z$. This is deduced from a more general result (Corollary 4.8) which considers separable, reflexive spaces $X$ that
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satisfy the following for some $1 \leq q \leq p \leq \infty$ and $C < \infty$.

\[ \forall n \in \mathbb{N} \quad \exists Y_1 \in \text{cof}(X) \forall y_1 \in S_{Y_1} \]
\[ \exists Y_2 \in \text{cof}(X) \forall y_2 \in S_{Y_2} \]
\[ \vdots \]
\[ \exists Y_n \in \text{cof}(X) \forall y_n \in S_{Y_n} \]
\[ \frac{1}{C} \left( \sum_{i=1}^{n} |a_i|^p \right)^{1/p} \leq \left\| \sum_{i=1}^{n} a_i y_i \right\| \leq C \left( \sum_{i=1}^{n} |a_i|^q \right)^{1/q} \quad \text{whenever } (a_i)_{i=1}^{n} \subset \mathbb{R} . \]

We characterize such spaces as those that embed into reflexive spaces $Z$ with an FDD $(E_i)$ satisfying asymptotic $(\ell_p, \ell_q)$-estimates. This means that for some $C < \infty$, for all $n \in \mathbb{N}$ and all block sequences $(x_i)_{i=1}^{n}$ of $(E_i)_{i=n}^{\infty}$
\[ \frac{1}{C} \left( \sum_{i=1}^{n} \|x_i\|^p \right)^{1/p} \leq \left\| \sum_{i=1}^{n} x_i \right\| \leq C \left( \sum_{i=1}^{n} \|x_i\|^q \right)^{1/q} . \]

We also show that this is equivalent to $X$ being a quotient of such a space $Z$.

To accomplish that we develop a more general machinery concerning asymptotic $U$-upper and $V$-lower estimates, where $U$ and $V$ are certain spaces with submetric bases. Theorem 4.7 is concerned with this general setting, and Corollary 4.8 will then be obtained as a special case.

In an earlier paper [11] analogous results were obtained characterizing when a reflexive space embeds into $(\oplus_{i=1}^{\infty} E_i)$, the $\ell_p$-sum of some sequence $E = (E_i)$ of finite-dimensional spaces. In this paper the role of $(\oplus_{i=1}^{\infty} E_i)$, played by a space $Z_V(E)$, where $V$ is a space with an unconditional basis, especially a convexified Tsirelson space. Section 2 contains the precise definition of $Z_V(E)$ and some structural results about it. In section 3 we present several embedding theorems (Theorem 3.1, Corollary 3.2 and Theorem 3.4) which characterize when a reflexive space embeds into some $Z_V(E)$ and is a quotient of some $Y_V(F)$. Section 4 contains our main results. The authors thank Haskell Rosenthal for valuable remarks.

Before proceeding we first introduce some definitions and notation.

Let $Z$ be a Banach space with an FDD $E = (E_n)$. For $n \in \mathbb{N}$ we denote the $n$-th coordinate projection by $P_n^E$, i.e. $P_n^E : Z \to E_n$, $\sum z_i \mapsto z_n$. For finite $A \subset \mathbb{N}$ we put $P_A^E = \sum_{n \in A} P_n^E$. The projection constant of $(E_n)$ (in $Z$) is defined by
\[ K = K(E, Z) = \sup_{m \leq n} \|P_m^E\| . \]

Recall that $K$ is always finite and, as in the case of bases, we call $(E_n)$ bimonotone (in $Z$) if $K = 1$. By passing to the equivalent norm
\[ \| \cdot \| : Z \to \mathbb{R}, \quad z \mapsto \sup_{m \leq n} \|P_n^E(z)\| , \]
we can always renorm $Z$ so that $K = 1$.

For a sequence $(E_i)$ of finite-dimensional spaces we define the vector space
\[ c_{00}(\oplus_{i=1}^{\infty} E_i) = \{ (z_i) : z_i \in E_i \text{ for } i \in \mathbb{N}, \text{ and } \{ i \in \mathbb{N} : z_i \neq 0 \} \text{ is finite} \}, \]
which is dense in each Banach space for which $(E_i)$ is an FDD. For $A \subset \mathbb{N}$ we denote by $\oplus_{i \in A} E_i$ the linear subspace of $c_{00}(\oplus E_i)$ generated by the elements of $\bigcup_{i \in A} E_i$. As usual we denote the vector space of sequences in $\mathbb{R}$ which are eventually zero by $c_{00}$ and its unit vector basis by $(e_i)$. We sometimes will consider for the same
sequence \((E_i)\) of finite-dimensional spaces different norms on \(c_{00}(\oplus E_i)\). In order to avoid confusion we will therefore often index the norm by the Banach space whose norm we are using, i.e. \(\|\cdot\|_Z\) denotes the norm of the Banach space \(Z\).

If \(Z\) has an FDD \((E_i)\), the vector space \(c_{00}(\oplus_{i=1}^{\infty} E_i^*)\), where \(E_i^*\) is the dual space of \(E_i\) for each \(i \in \mathbb{N}\), can be identified in a natural way with a \(w^*\)-dense subspace of \(Z^*\). Note however that the embedding \(E_i^* \hookrightarrow Z^*\) is, in general, not isometric unless \(K = 1\). We will always consider \(E_i^*\) with the norm it inherits from \(Z^*\) instead of the norm it has as the dual space of \(E_i\). We denote the norm closure of \(c_{00}(\oplus_{i=1}^{\infty} E_i^*)\) in \(Z^*\) by \(Z^{(**)}\). Note that \(Z^{(*)}\) is \(w^*\)-dense in \(Z^*\), the unit ball \(B_{Z^{(*)}}\) norms \(Z\), and \((E_i^*)\) is an FDD of \(Z^{(*)}\) having a projection constant not exceeding \(K(E, Z)\). If \(K(E, Z) = 1\) then \(B_{Z^{(**)}}\) is 1-norming for \(Z\) and \(Z^{(**)} = Z\).

For \(z \in c_{00}(\oplus E_i)\) we define the \(E\)-support of \(z\) by

\[
\text{supp}_E(z) = \{i \in \mathbb{N} : P_i^E(z) \neq 0\}.
\]

A sequence \((z_j)\) (finite or infinite) of non-zero vectors in \(c_{00}(\oplus E_i)\) is called a block sequence of \((E_i)\) if

\[
\max \text{supp}_E(z_n) < \min \text{supp}_E(z_{n+1}) \quad \text{whenever} \ n \in \mathbb{N} \ (n < \text{length}(z_j)),
\]

and it is called a skipped block sequence of \((E_i)\) if

\[
\max \text{supp}_E(z_n) < \min \text{supp}_E(z_{n+1}) - 1 \quad \text{whenever} \ n \in \mathbb{N} \ (n < \text{length}(z_j)).
\]

Let \(\delta = (\delta_n) \subset (0, 1)\) with \(\delta_n \downarrow 0\). A (finite or infinite) sequence \((z_j) \subset Z\) is called a \(\delta\)-block sequence of \((E_n)\) or a \(\delta\)-skipped block sequence of \((E_n)\) if there are \(k_1 < k_2 < \ldots \) in \(\mathbb{N}\) so that \((k_0 = 1)\)

\[
\|z_n - P_{[k_{n-1}, k_n]}^E(z_n)\| < \delta_n, \quad \text{or} \quad \|z_n - P_{(k_{n-1}, k_n]}^E(z_n)\| < \delta_n,
\]

for all \(n \in \mathbb{N}\) (or \(n < \text{length}(z_j))\). Of course one could generalize the notion of \(\delta\)-block and \(\delta\)-skipped block sequences to more general sequences, but we prefer to introduce this notion only for normalized sequences.

**Remark.** If \((F_j)\) is a blocking of \((E_i)\) and if \((x_i)\) is a \(\delta\)-skipped block sequence of \((F_j)\), then \((x_i)\) is not necessarily a \(\delta\)-skipped block sequence of \((E_i)\) (since in the definition of skipped block sequence we skip exactly one coordinate). Nevertheless it is clear that \((x_i)\) is a \(2K\delta\)-skipped block sequence of \((E_i)\), where \(K\) is the projection constant of \((E_i)\) in \(Z\).

A sequence of finite-dimensional spaces \((G_n)\) is called a blocking of \((E_n)\) if there are \(0 = k_0 < k_1 < k_2 < \ldots \) in \(\mathbb{N}\) so that \(G_n = \oplus_{i=k_{n-1}+1}^{k_n} E_i\) for \(n = 1, 2, \ldots\).

**Definition.** For two normalized basic sequences \((e_i)\) and \((f_i)\) we say that \((f_i)\) \(C\)-dominates \((e_i)\) or that \((e_i)\) is \(C\)-dominated by \((f_i)\), where \(C \geq 1\), if for all \((a_i) \in c_{00}\)

\[
\left\| \sum a_i e_i \right\| \leq C \left\| \sum a_i f_i \right\|.
\]

We say that \((f_i)\) dominates \((e_i)\) or that \((e_i)\) is dominated by \((f_i)\) if, for some \(C \geq 1\), \((f_i)\) \(C\)-dominates \((e_i)\).

Let \(V\) be a Banach space with a 1-unconditional and normalized basis \((v_j)\) and let \(1 \leq C < \infty\). We say that an FDD \((E_n)\) of a Banach space \(Z\) satisfies \(C\)-\(V\)-lower estimates \((in \ Z)\) if all normalized block sequences of \((E_n)\) in \(Z\) \(C\)-dominate \((v_j)\), and
(\(E_n\)) satisfies C-V-upper estimates (in \(Z\)) if \((v_i)\) C-dominates all normalized block sequences of \((E_i)\) in \(Z\). If \(U\) is another space with a normalized and 1-unconditional basis \((u_i)\), we say that \((E_n)\) satisfies C-(\(V, U\))-estimates (in \(Z\)) if it satisfies C-V-lower estimates and C-U-upper estimates.

We say that \((E_n)\) satisfies V-lower estimates (in \(Z\)), U-upper estimates (in \(Z\)) or (\(V, U\))-estimates (in \(Z\)) if there is a constant \(C\) so that \((E_n)\) satisfies C-V-lower estimates (in \(Z\)), C-U-upper estimates (in \(Z\)) or C-(\(V, U\))-estimates (in \(Z\)), respectively.

**Remark.** It is easy to show that if every normalized block sequence of \((E_i)\) in \(Z\) dominates \((v_i)\), then \((E_i)\) satisfies V-lower estimates in \(Z\). A similar remark holds for U-upper estimates.

We define for \(\ell \in \mathbb{N}\)

\[ T_\ell = \{ (n_1, n_2, \ldots, n_\ell) : n_1 < n_2 < \ldots < n_\ell \text{ are in } \mathbb{N} \} \]

and

\[ T_\infty = \bigcup_{\ell=1}^{\infty} T_\ell. \]

If \(\alpha = (m_1, m_2, \ldots, m_\ell) \in T_\ell\), we call \(\ell\) the length of \(\alpha\) and denote it by \(|\alpha|\), and \(\beta = (n_1, n_2, \ldots, n_k) \in T_\infty\) is called an extension of \(\alpha\), or \(\alpha\) is called a restriction of \(\beta\), if \(k \geq \ell\) and \(n_i = m_i\) for \(i = 1, 2, \ldots, \ell\). We then write \(\alpha \leq \beta\) and with this order \(T_\infty, \leq\) is a tree.

A set \(S \subset T_\infty\) is called well-founded if it is closed under taking restrictions and if it does not contain any infinite chain with respect to \(\leq\). Note that this means that the set \(\max(S)\) of maximal elements of \(S\) is not empty (provided \(S \neq \emptyset\)) and that

\[ S = \{ (n_1, n_2, \ldots, n_k) : \exists \ell \geq k \exists n_{k+1} < \ldots < n_\ell \} \text{ for some } (n_1, \ldots, n_\ell) \in \max(S) \} \]

In this work trees in a Banach space \(X\) are families in \(X\) indexed by \(T_\infty\), and thus they are countable infinitely branching trees of countably infinite length. In Section 4 we will consider families in \(X\) indexed by \(\bigcup_{j=1}^{\ell} T_j\) for some \(\ell \in \mathbb{N}\), and we refer to them as trees of length \(\ell\).

We introduce the following notation only for trees of infinite length, but note that they can be similarly defined for trees of finite length.

For a tree \((x_\alpha)_{\alpha \in T_\infty}\) in a Banach space \(X\), and \(\alpha = (n_1, n_2, \ldots, n_\ell) \in T_\infty \cup \{\emptyset\}\) we call the sequences of the form \((x_{(\alpha, n)})_{n > n_\ell}\) nodes of \((x_\alpha)_{\alpha \in T_\infty}\). The sequences \((y_n)\) with \(y_i = x_{(n_1, n_2, \ldots, n_i)}\) for \(i \in \mathbb{N}\) and for some strictly increasing sequence \((n_i)_{i \in \mathbb{N}}\) are called branches of \((x_\alpha)_{\alpha \in T_\infty}\). Thus branches of a tree \((x_\alpha)_{\alpha \in T_\infty}\) are sequences of the form \((x_{(\alpha, n)})\), where \((\alpha, n)\) is an increasing (with respect to extension) sequence in \(T_\infty\) with \(|\alpha| = n\) for all \(n \in \mathbb{N}\).

If \((x_\alpha)_{\alpha \in T_\infty}\) is a tree in \(X\) and if \(T' \subset T_\infty\) is closed under taking restrictions so that for each \(\alpha \in T' \cup \{\emptyset\}\) infinitely many direct successors of \(\alpha\) are also in \(T'\), then we call \((x_\alpha)_{\alpha \in T'}\) a full subtree of \((x_\alpha)_{\alpha \in T_\infty}\). Note that \((x_\alpha)_{\alpha \in T'}\) could then be relabeled to a family indexed by \(T_\infty\) and note that the branches of \((x_\alpha)_{\alpha \in T'}\) are branches of \((x_\alpha)_{\alpha \in T_\infty}\) and that the nodes of \((x_\alpha)_{\alpha \in T'}\) are subsequences of certain nodes of \((x_\alpha)_{\alpha \in T_\infty}\).
We call a tree \((x_\alpha)_{\alpha \in T_\infty}\) in a Banach space \(X\) normalized if \(||x_\alpha|| = 1\) for all \(\alpha \in T_\infty\) and weakly null if every node is weakly null. If \((x_\alpha)_{\alpha \in T_\infty}\) is a tree in a Banach space \(Z\) which has an FDD \((E_n)\), then we call it a block tree of \((E_n)\) if every node is a block sequence of \((E_n)\).

We shall need a coordinate-free version of lower and upper estimates.

**Definition.** Let \(V\) be a Banach space with a 1-unconditional and normalized basis \((v_i)\) and let \(1 \leq C < \infty\). We say that a Banach space \(X\) satisfies \(C\)-\(V\)-lower tree estimates if every normalized weakly null tree \((x_\alpha)_{\alpha \in T_\infty}\) in \(X\) has a branch \((y_i)\) which \(C\)-dominates the basis \((v_i)\). Of course we defined domination for basic sequences only but since every normalized, weakly null tree in \(X\) admits a full subtree with all branches 2-basic, say, this does not constitute a problem.

We say that \(X\) satisfies \(C\)-\(V\)-upper tree estimates if every normalized weakly null tree \((x_\alpha)_{\alpha \in T_\infty}\) in \(X\) has a branch \((y_i)\) which is \(C\)-dominated by \((v_i)\).

If \(U\) is a second space with a 1-unconditional and normalized basis \((u_i)\), we say that \(X\) satisfies \(C\)-(\(V, U\))-tree estimates if it satisfies \(C\)-\(V\)-lower and \(C\)-\(U\)-upper tree estimates.

We say that \(X\) satisfies \(V\)-lower tree, \(U\)-upper tree or \((V, U)\)-tree estimates if for some \(1 \leq C < \infty\) \(X\) satisfies \(C\)-\(V\)-lower tree, \(C\)-\(U\)-upper tree or \(C\)-(\(V, U\))-tree estimates, respectively.

**Proposition 1.1.** Let \(U\) and \(V\) be Banach spaces with normalized, 1-unconditional bases \((u_i)\) and \((v_i)\), respectively. For an infinite subset \(N \subset \mathbb{N}\) we let \(U^{(N)}\) and \(V^{(N)}\) be the closed subspaces spanned by \((u_i)_{i \in N}\) and \((v_i)_{i \in N}\), respectively.

If \(C \geq 1\) and a Banach space \(X\) satisfies \(C\)-(\(V, U\))-tree estimates, then it also satisfies \(C\)-(\(V^{(N)}, U^{(N)}\))-tree estimates (with respect to the 1-unconditional bases \((v_i)_{i \in N}\) and \((u_i)_{i \in N}\)) for any infinite \(N\).

**Proof.** Let \(n_1 < n_2 < n_3 < \ldots\) be such that \(N = \{n_1, n_2, \ldots\}\), and let \((x_\alpha)_{\alpha \in T_\infty}\) be a normalized, weakly null tree in \(X\). Let \((z_n)\) be any weakly null sequence in \(S_X\) (e.g. the top node of \((x_\alpha)_{\alpha \in T_\infty}\)).

We now consider the following tree \((\tilde{x}_\alpha)_{\alpha \in T_\infty}\) which, up to finitely many elements of each node, is an expansion of \((x_\alpha)_{\alpha \in T_\infty}\); for \(\alpha = (k_1, k_2, \ldots, k_\ell) \in T_\infty\) we define

\[
\tilde{x}_\alpha = \begin{cases} 
  x(k_{n_1}, k_{n_2}, \ldots, k_{n_i}) & \text{if } \ell = n_i \text{ for some } i \in \mathbb{N} \\
  x_{k_\ell} & \text{if } \ell \in \mathbb{N} \setminus N.
\end{cases}
\]

Our claim now follows from the fact that \((\tilde{x}_\alpha)_{\alpha \in T_\infty}\) is also a normalized, weakly null tree and that for any branch \((y_i)\) of \((\tilde{x}_\alpha)_{\alpha \in T_\infty}\) the subsequence \((y_{n_i})\) is a branch of \((x_\alpha)_{\alpha \in T_\infty}\).

In the definition of \(U\)-upper and \(V\)-lower tree estimates it is actually not necessary to assume that \(C\) exists uniformly for all trees as the following proposition shows.

**Proposition 1.2.** Let \(U\) and \(V\) be Banach spaces with normalized, 1-unconditional bases \((u_i)\) and \((v_i)\). Assume that \(X\) is a Banach space with the property that every normalized, weakly null tree in \(X\) has a branch which dominates \((v_i)\) and a branch which is dominated by \((u_i)\). Then \(X\) satisfies \((V, U)\)-tree estimates.
Proof. Assume that \( X \) has the property that for any \( C \geq 1 \) there is a weakly null tree in \( S_X \) so that every branch does not \( C \)-dominate \((v_i)\) (the argument for \( U \) is similar). We will choose a tree \((x_\alpha)_{\alpha \in T_\infty}\) which has the property that each branch of \((x_\alpha)_{\alpha \in T_\infty}\) does not dominate \((v_i)\).

By induction we will choose for every \( m \in \mathbb{N} \) a well-founded subset \( S_m \subset T_\infty \) and a family \((x_\alpha^{(m)})_{\alpha \in S_m}\) in \( S_X \) so that

a) \( S_{m-1} \subset S_m \) (with \( S_0 = \emptyset \)), and \( \max(S_{m-1}) \cap \max(S_m) = \emptyset \);

b) for any \( \alpha = (n_1, \ldots, n_\ell) \in S_m \setminus \{\emptyset\} \) either \( \alpha \) is maximal in \( S_m \) or \( S_m \) contains all the direct successors \((\alpha, n)\), \( n > n_\ell \) (put \( \ell = n_\ell = 0 \) if \( \alpha = \emptyset \)), of \( \alpha \);

c) \((x_\alpha^{(m)})_{n > n_\ell} \) is a weakly null sequence for any \( \alpha = (n_1, \ldots, n_\ell) \in S_m \); 

d) if \( \alpha = (n_1, \ldots, n_\ell) \in \max(S_m) \) and \( k \in \{1, 2, \ldots, \ell\} \) such that \( (n_1, n_2, \ldots, n_k) \in \max(S_{m-1}) \) (\( k = 0 \) if \( m = 1 \)), then the segment \((y_i)_{i=k+1}^\ell\), where \( y_i = x_\alpha^{(m)}(n_1, n_2, \ldots, n_i) \) for \( i = k + 1, k + 2, \ldots, \ell \), does not \( m \)-dominate \((v_i)_{i=k+1}^\ell\).

Once we have finished the construction of \( S_m \) and \((x_\alpha^{(m)})_{\alpha \in S_m}\) we deduce from (a) and (b) that \( \bigcup_{m \in \mathbb{N}} S_m = T_\infty \). For \( \alpha \in T_\infty \) let \( x_\alpha = x_\alpha^{(m)} \) with \( m = m(\alpha) = \min\{m' : \alpha \in S_{m'}\} \). Let \((y_\alpha)\) be a branch of \((x_\alpha)_{\alpha \in T_\infty}\), say \( y_\alpha = x_\alpha \) for \( n \in \mathbb{N} \) and for some increasing (with respect to extension) sequence \((\alpha_n) \subset T_\infty \) with \( |\alpha_n| = n \) for \( n \in \mathbb{N} \). For \( m \in \mathbb{N} \) let \( s_m = \max\{\ell : \alpha_\ell \in S_m\} \) and deduce from (d) that \((y_\alpha)_{\alpha \in \alpha_s} = (x_\alpha^{(m)})_{\alpha \in \alpha_s} \) does not \( m \)-dominate \((v_i)_{i=k+1}^\ell\). Thus \((y_\alpha)\) does not dominate \((v_\alpha)\).

Assume we have chosen \( S_m \) and \((x_\alpha^{(m)})_{\alpha \in S_m-1}\) for some \( m \). For any \( \alpha \in \max(S_{m-1}) \) we can choose a normalized weakly null tree \((z_\beta)_{\beta \in T_\infty}\) (if \( m = 1 \), and thus \( S_{m-1} = \emptyset \), we choose one tree \((z_\beta)_{\beta \in T_\infty}\) so that no branch \( 3(\alpha) \)-dominates \((v_i)\)). Since \((z_\beta)_{\beta \in T_\infty}\) is weakly null we can, after passing to an appropriate full subtree, assume that every branch of \((z_\beta)_{\beta \in T_\infty}\) is a basic sequence with projection constant less than 3.

For \( \beta = (n_1, n_2, \ldots, n_\ell) \in T_\infty \setminus S_{m-1} \) we define \( \alpha(\beta) \) to be the maximal restriction of \( \beta \) which lies in \( S_{m-1} \) and let \( y_\beta = z_{\alpha(\beta)}^{(m)} \) for \( i = 1, \ldots, \ell \). Define

\[
S_m = S_{m-1} \cup \left\{ \beta \in T_\infty \setminus S_{m-1} : (y_\beta^{(\beta)})_{i=1}^{(\beta)-1} 3(\alpha(\beta)) + m \text{-dominates } (v_i)_{i=1}^{(\beta)-1} \right\}.
\]

\( S_m \) is well-founded, otherwise for some \( \alpha \in \max(S_{m-1}) \) some branch of \((z_\beta^{(\alpha)})_{\beta \in T_\infty}\) would \( 3(|\alpha|+m) \)-dominate \((v_i)\). Since for any \( \beta \in T_\infty \setminus S_{m-1} \) the sequence \((y_\beta^{(\beta)})_{i=1}^{(\beta)|\alpha(\beta)|+1} 3(\alpha(\beta)) \)-dominates \((v_i)_{i=1}^{(\beta)|\alpha(\beta)|+1}\) \( (v_i)_{i=1}^{(\beta)|\alpha(\beta)|+1} \) \( (v_i)_{i=1}^{(\beta)|\alpha(\beta)|+1} \), it follows that any direct successor of \( \beta \) is in \( S_m \), which implies condition (b). Finally we put for \( \gamma \in S_m \)

\[
x_\gamma^{(m)} = \begin{cases} x_\gamma^{(m-1)} & \text{if } \gamma \in S_{m-1} \\ z_{\alpha(\gamma)}^{(m)} & \text{if } \gamma \not\in S_{m-1}. \end{cases}
\]

Condition (c) is satisfied and, for \( \beta \in \max(S_m) \subset T_\infty \setminus S_{m-1} \), if \((y_\beta^{(\beta)})_{i=1}^{(\beta)|\alpha(\beta)|+1} 3(\alpha(\beta)) \)-dominates \((v_i)_{i=1}^{(\beta)|\alpha(\beta)|+1}\), then \((y_\beta^{(\beta)})_{i=1}^{(\beta)|\alpha(\beta)|+1} 3(|\alpha(\beta)|+m) \)-dominates \((v_i)_{i=1}^{(\beta)|\alpha(\beta)|+1}\), which is not true. Thus (d) holds.
The following Proposition generalizes a result of Prus [13].

**Proposition 1.3.** Assume that $Z$ has an FDD $(E_i)$, and let $V$ be a space with a normalized and 1-unconditional basis $(v_i)$.

The following statements are equivalent:

a) $(E_i)$ satisfies $V$-lower estimates in $Z$,

b) $(E_i^*)$ satisfies $V^*$-upper estimates in $Z^*$.

(Here $V$-upper estimates are with respect to $(e_i^*)$, the sequence of biorthogonal functionals to $(v_i)$).

Moreover, if $(E_i)$ is bimonotone in $Z$, then the equivalence holds true if one replaces, for some $C \geq 1$, $V$-lower estimates by $C$-$V$-lower estimates in (a) and $V^*$-upper estimates by $C$-$V^*$-upper estimates in (b).

**Remark.** By duality Proposition 1.3 holds if we interchange the words lower and upper in (a) and (b).

**Proof.** W.l.o.g. we assume that $E = (E_i)$ is bimonotone in $Z$.

“(a)$⇒(b)” Assume that $(E_i)$ satisfies $C$-$V$-lower estimates in $Z$, and let $(z_i^*)_{i=1}^\ell$ be a block sequence of $E^* = (E_i^*)$.

For an appropriate $z \in S_Z$ with $\text{supp}_{E^*}(z) \subset [\min \text{supp}_{E^*}(z_i^*), \max \text{supp}_{E^*}(z_i^*)]$ we have (putting $\max \text{supp}_{E^*}(z_i^*) = 0$)

$$\left\| \sum_{i=1}^\ell z_i^* \right\|_{Z^*} = \sum_{i=1}^\ell z_i^*(z)$$

$$= \sum_{i=1}^\ell z_i^*(P^E_{\max \text{supp}_{E^*}(z_i^*), \max \text{supp}_{E^*}(z_i^*)}(z))$$

$$\leq \sum_{i=1}^\ell \| P^E_{\max \text{supp}_{E^*}(z_i^*), \max \text{supp}_{E^*}(z_i^*)}(z)\| \| z_i^* \| \| v_i \|^*_{V^*}$$

$$\leq C \left\| \sum_{i=1}^\ell \| z_i^* \| \cdot v_i^* \right\|^*_{V^*} \left\| \sum_{i=1}^\ell \| P^E_{\max \text{supp}_{E^*}(z_i^*), \max \text{supp}_{E^*}(z_i^*)}(z)\| z_i \| \right\|$$

where $z_i = P^E_{\max \text{supp}_{E^*}(z_i^*), \max \text{supp}_{E^*}(z_i^*)}(z)$ \[ \text{for } i = 1, \ldots, \ell \text{ with } 0 = 0 \]

$$= C \left\| \sum_{i=1}^\ell \| z_i^* \| \cdot v_i^* \right\|^*_{V^*} \left\| \sum_{i=1}^\ell \| z_i \| \cdot v_i \right\|$$

This implies (b).

“(b)$⇒(a)” Assume that $(E_i^*)$ satisfies $C$-$V^*$-upper estimates in $Z^*$, and let $(z_i^*)_{i=1}^\ell$ be a block sequence of $(E_i)$. Choose $\sum_{i=1}^\ell a_i v_i^* \in S_{V^*}$ so that

$$\sum_{i=1}^\ell a_i \| z_i \| = \left( \sum_{i=1}^\ell a_i v_i^* \right) \left( \sum_{i=1}^\ell \| z_i \| \cdot v_i \right) = \left\| \sum_{i=1}^\ell \| z_i \| \cdot v_i \right\|_{V^*}.$$
and choose, for \( i = 1, 2, \ldots, \ell \), a vector \( z_i^* \in S_{Z(X)} \) with \( z_i^*(z_i) = \|z_i\| \) and
\[
supp_{E^*}(z_i^*) \subset [\min\supp_E(z_i), \max\supp_E(z_i)].
\]
\((E_i) \) is assumed to be bimonotone in \( Z \). Let \( z^* = \sum_{i=1}^\ell a_i z_i^* \). It follows from our assumption \((b)\) that \( \|z^*\| \leq C \), and thus that
\[
\left\| \sum_{i=1}^\ell z_i \right\| \geq \frac{1}{C} \sum_{i=1}^\ell z^*(z_i) = \frac{1}{C} \sum_{i=1}^\ell a_i \|z_i\| = \frac{1}{C} \left\| \sum_{i=1}^\ell \|z_i\| v_i \right\|_V,
\]
which implies \((a)\).

**Proposition 1.4.** Assume that \( U \) is a space with a normalized and 1-unconditional basis \( (u_i) \) and that \( X \) is a reflexive space which satisfies \( C-U \)-upper tree estimates for some \( C \geq 1 \).

Then, for any \( \varepsilon > 0 \), \( X^* \) satisfies \( (2C + \varepsilon)-U(\cdot) \)-lower tree estimates.

**Remark.** One might ask, whether or not the converse of Proposition 1.4 is true, i.e., similar to the FDD case, whether \( X \) satisfies \( U \)-upper tree estimates if \( X^* \) satisfies \( U(\cdot) \)-lower tree estimates.

The answer is affirmative under certain conditions on \( U \), but we do not give a direct proof for that fact. Once we have shown that, under appropriate conditions, a separable, reflexive space \( X \) which satisfies \( U \)-lower tree estimates is both a subspace and a quotient of spaces having an FDD satisfying \( U \)-lower estimates, this result will follow easily (see Corollary 3.3 in Section 3).

**Proof.** Let \( \eta > 0 \) and let \( (x_n^*) \) be a normalized, weakly null sequence in \( X^* \). Then there is a subsequence \( (x_{n_m}^*) \) and a normalized, weakly null sequence \( (y_n) \) in \( X \) so that \( x_{n_m}^*(y_n) > \frac{1}{2(2m)^\eta} \) for \( n \in \mathbb{N} \). Indeed, for each \( i \in \mathbb{N} \) choose \( x_i \in S_X \) with \( x_i^*(x_i) = 1 \), take a subsequence \( (x_{j_n}) \) so that \( x = \omega-lim_{n \to \infty} x_{j_n} \), exists, and then for an appropriately large \( n_0 \) and for each \( n \in \mathbb{N} \) let
\[
y_n = \frac{x_{j_n+n_0} - x}{\|x_{j_n+n_0} - x\|}.
\]
and \( i_n = j_n+n_0 \).

Now let \( (x_{n_\alpha})_{\alpha \in T_\infty} \) be a normalized, weakly null tree in \( X^* \). By replacing certain nodes by subsequences, using the previous observation, we can pass to a full subtree \( (x_{n_\alpha})_{\alpha \in T_\infty} \) for which there is a normalized, weakly null tree \( (y_{\alpha})_{\alpha \in T_\infty} \) with \( x_{n_\alpha}^*(y_{\beta}) > \frac{1}{2m^{\eta}} \) for all \( \alpha \in T_\infty \). Secondly, we may assume, again after passing to full subvectors, that \( |\tilde{x}_{\alpha}^*(y_{\beta})| < 2^{-m-n}\eta \) and \( |\tilde{x}_{\beta}^*(y_{\alpha})| < 2^{-m-n}\eta \) whenever \( \alpha, \beta \in T_\infty \), \( |\alpha| = m < |\beta| = n \) and \( \beta \) is an extension of \( \alpha \).

By our assumption we can extract a branch \( (z_{n_\alpha}) \) from \( (y_{\alpha})_{\alpha \in T_\infty} \) which is \( C \)-dominated by \( (u_i) \). Let \( (z_{n_\alpha}) \) be the corresponding branch of \( (x_{n_\alpha})_{\alpha \in T_\infty} \), and let \( (a_i) \in c_{00} \). Choose \( (b_i) \in c_{00} \) with \( \| \sum b_i u_i \| = 1 \) and \( \sum a_i b_i = (\sum a_i u_i^*)(\sum b_i u_i) = \| \sum a_i u_i^* \| \). It follows that \( \| \sum b_i z_{i_\alpha} \| \leq C \), and thus that (note that \( a_i b_i \geq 0 \) for \( i \in \mathbb{N} \))
\[
\left\| \sum a_i z_{i_\alpha}^* \right\| \geq \frac{1}{C} \sum a_i z_{i_\alpha}^* (\sum b_i z_{i_\alpha}) \geq \frac{1}{C} \sum a_i b_i z_{i_\alpha}^*(z_{i_\alpha}) \geq \frac{1}{C} \| \sum a_i b_i \| \| z_{i_\alpha}^*(z_{i_\alpha}) \| \geq \frac{1}{C} \eta \sum a_i b_i \max_i |a_i b_i| \eta_i.
\]
which implies our claim if we choose \( \eta > 0 \) small enough.

The following connection between lower and upper tree estimates and lower and upper estimates for spaces with FDDs will be shown with techniques developed in [11] and [7].

**Proposition 1.5.** Assume that \( V \) is a Banach space with a normalized and \( 1 \)-unconditional basis \( (v_i) \), and let \( Z \) be a reflexive space with an FDD \( (E_i) \).

If \( Z \) satisfies \( V \)-upper or \( -\)lower tree estimates, then \((E_i)\) can be blocked into an FDD \((F_i)\) which satisfies \( V \)-upper or \( -\)lower estimates in \( Z \).

For the proof of Proposition 1.5 we will need to recall some notation and a proposition from [11] and [12].

**Definition.** If \( A \subseteq S^X_\omega \), the set of all normalized sequences in \( X \), and \( \varepsilon > 0 \), we set

\[
A_\varepsilon = \{ (x_n) \in S^X_\omega : \text{there exists } (y_n) \in A \text{ with } \|x_n - y_n\| < \frac{\varepsilon}{2^n} \text{ for all } n \}\,.
\]

\( A_\varepsilon \) denotes the closure of \( A_\varepsilon \) w.r.t. the product topology of the discrete topology on \( S^X_\omega \).

The next result follows from Proposition 2.4 in [12] (which is a restatement of a part of Theorem 3.3 in [11]) and Proposition 2.5 in [12]. In this section we will only use it for the (much simpler) case \( X = Z \). In section 3 we will use it in its full generality.

**Proposition 1.6.** Let \( X \) be a Banach space which is a subspace of a reflexive space \( Z \) with an FDD \( (E_i) \). Let \( A \subseteq S^X_\omega \). Then the following are equivalent.

a) For all \( \varepsilon > 0 \) every normalized, weakly null tree in \( X \) has a branch in \( A_\varepsilon \).

b) For all \( \varepsilon > 0 \) there exists a blocking \( (F_i) \) of \( (E_i) \) and \( \delta = (\delta_i) \), \( \delta_i \downarrow 0 \), so that if \((x_n) \subseteq S^X_\omega \) is a \( \delta \)-skipped block sequence of \( (F_i) \) in \( Z \), then \((x_n) \in \overline{A}_\varepsilon \).

**Proof.** Proof of Proposition 1.5. If \( Z \) satisfies \( V \)-upper tree estimates, then \( Z^* \) satisfies, by Proposition 1.4, \( V^{(\ast)} \)-lower tree estimates, and if we can block \((E_i^*)\) into an FDD \((H_i^*)\) which satisfies \( V^{(\ast)} \)-lower estimates in \( Z^* \), then, by Proposition 1.3 and the remark following it, \((H_i)\) satisfies \( V \)-upper estimates in \( Z \).

Therefore we need to prove the Proposition only for the case that \( Z \) satisfies \( V \)-lower tree estimates.

Let \( K \) be the projection constant of \((E_i)\) in \( Z \), and choose \( C \geq 1 \) such that the space \( Z \) satisfies \( C \)-\( V \)-lower tree estimates. Applying the implication “(a)\( \Rightarrow \) (b)” of Proposition 1.6 to \( X = Z \),

\[
A = \left\{ (z_i) \in S^Z_\omega : (z_i) \text{ C-dominates } (v_i) \right\}
\]

and to an \( \varepsilon > 0 \) small enough so that

\[
\overline{A}_\varepsilon \subset \left\{ (z_i) \in S^Z_\omega : (z_i) \text{ } 2C\text{-dominates } (v_i) \right\},
\]

we obtain a blocking \((F_i)\) of \((E_i)\) and a sequence \( \tilde{\delta} = (\delta_i^\prime) \), \( \delta_i^\prime \downarrow 0 \), so that every \( \tilde{\delta} \)-skipped block sequence of \((F_i)\) in \( Z \) \( 2C \)-dominates \((v_i)\). By the remark following
the definition of a $\delta$-skipped block sequence we may assume, after replacing $\delta'$ by $\frac{1}{2}K\delta'$ if necessary, that in fact every $\delta'$-skipped block sequence of any subsequent blocking of $(F_i)$ in $Z$ 2C-dominate $(v_i)$. By Proposition 1.1 $Z$ also satisfies $C\cdot |v_{i+1}| = 1$-lower tree estimates. Hence we can repeat the above argument to obtain a further blocking $G = (G_i)$ of $(F_i)$ and a sequence $\delta = (\delta_i)$, so that every $\delta$-skipped block sequence of $(G_i)$ in $Z$ 2C-dominate $(v_i)$ and $(v_{i+1})$. W.l.o.g. we can assume that $\sum_{i=1}^{\infty} \delta_i \leq \frac{1}{32} CK^2$. Using a result in [4] (see also [7], Lemma 4.2) we can block $(G_i)$ into $H = (H_i)$, say $H_i = \bigoplus_{j=1}^{N_i} G_j$ for $i \in \mathbb{N}$, where $0 = N_0 < N_1 < N_2 < \ldots$, so that for any $z \in S_Z$, $z = \sum_{j=1}^{\infty} x_j$ with $x_j \in G_j$ for $j \in \mathbb{N}$, and for every $i \in \mathbb{N}$ there is a $t_i \in (N_{k_i-1}, N_{k_i})$ so that

$$\|P_{G_i}(z)\| = \|x_{t_i}\| < \delta_i^2.$$

Assume now that $(z_n)$ is a normalized block sequence of $(H_i)$ in $Z$. We will show that

$$\left\| \sum a_i z_i \right\| \geq \frac{1}{16CK^2}$$

whenever $\left\| \sum a_i v_i \right\| = 1$.

For $i \in \mathbb{N}$ let $k_i \in \mathbb{N}$ such that $z_i \in \bigoplus_{j=k_i-1+1}^{k_i} H_j$ ($k_0 = 0$) and choose some $t_i \in (N_{k_i-1}, N_{k_i})$ for which $\|P_{G_i}(z_i)\| < \delta_i^2$. For $i \in \mathbb{N}$ write $z_i = g_i + h_i$, where

$$g_i = P_{[N_{k_i-1+1}, t_i]}(z_i) \text{ and } h_i = P_{[t_i, N_{k_i}]}(z_i),$$

and let

$$B = \{ i \in \mathbb{N} : \|a_i h_i + a_i+1 g_{i+1}\| \geq \delta_i \}.$$

We define for $i \in \mathbb{N}$

$$w_i = \frac{a_i h_i + a_i+1 g_{i+1}}{\|a_i h_i + a_i+1 g_{i+1}\|}$$

(0/0 = 0) and

$$\alpha_i = \begin{cases} \|a_i h_i + a_i+1 g_{i+1}\| & \text{if } i \in B \\ 0 & \text{if } i \notin B. \end{cases}$$

For $i \in \mathbb{N}$ we put $\tilde{w}_i = w_i$ if $i \in B$ and we let $\tilde{w}_i$ be some normalized element in $G_{N_{k_i}}$ if $i \in \mathbb{N} \setminus B$. Note that $(\tilde{w}_i)$ is a $\delta$-skipped block sequence of $(G_i)$, and we
deduce that
\[
\| \sum a_i z_i \| = \left\| \sum a_i g_i + a_i h_i \right\|
\]
\[
= \left\| a_1 g_1 + \sum_{i=1}^{\infty} \| a_i h_i + a_{i+1} g_{i+1} \| w_i \right\|
\]
\[
\geq \left\| a_1 g_1 + \sum_{i \in B} \| a_i h_i + a_{i+1} g_{i+1} \| w_i \right\| - \frac{1}{32CK^2}
\]
\[
\geq \frac{1}{2K} \left[ a_1 \| g_1 \| + \left\| \sum_{i \in B} \| a_i h_i + a_{i+1} g_{i+1} \| w_i \right\| \right] - \frac{1}{32CK^2}
\]
\[
= \frac{1}{2K} \left[ a_1 \| g_1 \| + \left\| \sum_{i \in \mathbb{N}} a_i \tilde{w}_i \right\| \right] - \frac{1}{32CK^2}
\]
\[
\geq \frac{1}{8CK} \left[ a_1 \| g_1 \| + \left\| \sum_{i \in \mathbb{N}} a_i v_i \right\| + \left\| \sum_{i \in \mathbb{N}} a_i v_{i+1} \right\| \right] - \frac{1}{8CK^2}
\]
\[
\geq \frac{1}{8CK^2} \left[ \sum_{i \in \mathbb{N}} \| a_i h_i + a_{i+1} g_{i+1} \| v_i \right] - \frac{1}{16CK^2}
\]
\[
= \frac{1}{8CK^2} \left[ \sum_{i \in \mathbb{N}} a_i v_i \right] - \frac{1}{16CK^2} = \frac{1}{16CK^2},
\]
which finishes the proof of our claim. \qed

2. The space $Z_V(E)$

Let $Z$ be a space with an FDD $E = (E_i)$, and let $V$ be a space with a 1-unconditional and normalized basis $(v_i)$. The space $Z_V = Z_V(E)$ is defined to be the completion of $c_{00}(\oplus E_i)$ with respect to the following norm $\| \cdot \|_{Z_V}$.

\[
\| z \|_{Z_V} = \max_{0 = n_0 < n_1 < \ldots < n_k} \left\| \sum_{j=1}^{k} P_{(n_j-1, n_j]}(z) \right\|_{V} \quad \text{for } z \in c_{00}(\oplus E_i).
\]

Note that $(E_i)$ is a monotone FDD in $Z_V$, which implies that the projection constant of $(E_i)$ in $Z_V$ is at most 2. $(E_i)$ is bimonotone in $Z_V$ if it is bimonotone in $Z$, and if $Z$ and $Z'$ are isomorphic and $E' = (E'_i)$ is the image of $E$ under an isomorphism, then $Z_V'(E')$ and $Z_V'(E)$ are naturally isomorphic.

**Lemma 2.1.** Assume that $V$ is a Banach space with a normalized and 1-unconditional basis $(v_i)$ and that $(v_{i+1})$ $C$-dominates $(v_i)$ for some $C \geq 1$. Let $Z$ be a space with an FDD $E = (E_i)$.

Then every normalized block sequence $(z_{n})$ of $(E_i)$ in $Z_V(E)$ has a subsequence $(z_{i_n})$ for which there is a normalized block sequence $(b_{n})$ in $V$ so that for some
\[ d > 0 \]
\[ \left\| \sum_{i=1}^{\infty} a_i z_i \right\|_{Z_V} \geq d \left\| \sum_{n=1}^{\infty} a_n b_n \right\|_{V} \text{ whenever } (a_i) \in c_{00}. \quad (2.1) \]

In particular \((z_{i_n})\) dominates \((b_n)\) (choose \(a_i = 0\) if \(i \notin \{i_1, i_2, \ldots\}\)).

**Proof.** We assume without loss of generality that \((E_i)\) is bimonotone in \(Z\). Let \((z_i)\) be a normalised block sequence of \((E_i)\) in \(Z_V\). We will choose a subsequence \((z_{i_j})_{j=1}^{\infty}\) together with \(\varepsilon_0 > 0\) and increasing sequences \((m_j)_{j=1}^{\infty}\) and \((n_s)_{s=1}^{\infty}\) in \(\mathbb{N}\) so that for all \(j \in \mathbb{N}\)
\[ n_{m_j} = \max \text{ supp}(E(z_{i_j})), \text{ and} \]
\[ \left\| \sum_{s=m_{j-1}+1}^{m_j} P^E_{(n_s-n_j)}(z_{i_j}) \right\|_{Z \cdot v_s} \geq \varepsilon_0 \quad (\text{where } m_0 = n_0 = 0). \quad (2.2) \]

Then \((2.1)\) follows immediately with \(b_j = \hat{b}_j / \| b_j \|\) and
\[ \hat{b}_j = \sum_{s=m_{j-1}+1}^{m_j} P^E_{(n_s-n_j)}(z_{i_j}) \cdot v_s \quad \text{for } j \in \mathbb{N}. \]

Indeed, if \((a_i) \in c_{00}\) and \(z = \sum a_i z_i\), then
\[ \| z \|_{Z_V} \geq \left\| \sum_{j=1}^{\infty} \sum_{s=m_{j-1}+1}^{m_j} \| P^E_{(n_s-n_j)}(z) \|_{Z \cdot v_s} \right\|_V \]
\[ \geq \left\| \sum_{j=1}^{\infty} \sum_{s=m_{j-1}+1}^{m_j} a_i \cdot \| P^E_{(n_s-n_j)}(z_{i_j}) \|_{Z \cdot v_s} \right\|_V \]
\[ \text{(using bimonotonicity)} \]
\[ = \left\| \sum a_i \hat{b}_j \right\|_V \geq \varepsilon_0 \left\| \sum a_i b_j \right\|_V. \]

We can, for each \(i \in \mathbb{N}\), choose positive integers \(k(i)\) and \(0 = n_0(i) < n_1(i) < \ldots < n_{k(i)}(i) = \max \text{ supp}_E(z_{i})\) so that
\[ \left\| z_i \right\|_{Z_V} = \sum_{j=1}^{k(i)} \| P^E_{(n_j-n_{j-1})}(z_{i_j}) \|_{Z \cdot v_j} \right\|_V = 1. \quad (2.4) \]

We can assume that we are in one of the following three cases:
Case 1: \(\| z_{i_n} \|_Z \geq \varepsilon_0\) for all \(n \in \mathbb{N}\), some \(\varepsilon_0 > 0\) and some subsequence \((z_{i_n})\) of \((z_{i})\).
Case 2: \(\sum_{j=1}^{\max \text{ supp}_E(z_{i_n})} \| P^E_{j}(z_{i_n}) \|_{Z \cdot v_j} \geq \varepsilon_0\) for all \(n \in \mathbb{N}\), some \(\varepsilon_0 > 0\) and some subsequence \((z_{i_n})\) of \((z_{i})\).
Case 3: \(\lim_{i \to \infty} \| z_{i} \|_Z = 0\) and
\[ \lim_{i \to \infty} \sum_{j=1}^{\max \text{ supp}_E(z_{i})} \| P^E_{j}(z_{i}) \|_{Z \cdot v_j} \right\|_V = 0. \]

Indeed, if all subsequences \((z_{i_n})\) fail Cases 1 and 2, then Case 3 holds.

In Case 1 we choose \(n_j = \max \text{ supp}(z_{i_j}), m_j = j\), and in Case 2 we choose \(n_j = j, m_j = \max \text{ supp}(z_{i_j})\) for each \(j \in \mathbb{N}\). In Case 3 we will choose by induction \(i_j, m_j\) and \(n_{m_{j-1}+1} < n_{m_{j-1}+2} < \ldots < n_{m_j}, j \in \mathbb{N}\), so that \((i_j), (m_j)\) and \((n_s)\) are increasing and so that \((2.2)\) and \((2.3)\) are satisfied with \(\varepsilon_0 = 1/2\) for all \(j \in \mathbb{N}\).
For $j = 1$ we choose $i_1 = 1$, $m_1 = k(1)$ and $n_s = n_s(1)$ for $s = 1, 2, \ldots, m_1$. Assume we have chosen $i_1 < i_2 < \ldots < i_{j-1}$, $m_1 < m_2 < \ldots < m_{j-1}$ and $n_1 < \ldots < n_{m_{j-1}}$. By the first condition of Case 3 we can choose $i' > i_{j-1}$ large enough so that for all $i \geq i'$ there is a $k'(i) \in (m_{j-1}, k(i))$ with (we are using that $\max_{s \leq k(i)} \| P_{(n_{s-1}(i), n_s(i))} (z_i) \|_Z \to 0$ as $i \to \infty$)

$$1/3 < \left\| \sum_{s=1}^{k'(i)} P_{(n_{s-1}(i), n_s(i))} (z_i) z \cdot v_s \right\|_V < 1/2, \quad (2.5)$$

and thus, by (2.4),

$$\left\| \sum_{s=k'(i)+1}^{k(i)} P_{(n_{s-1}(i), n_s(i))} (z_i) z \cdot v_s \right\|_V > 1/2. \quad (2.6)$$

Since by our assumption $(v_{s_0+s})_{s=1}^{\infty} C_{s_0}$-dominates $(v_s)_{s=1}^{\infty}$ for all $s_0 \in \mathbb{N}$, it follows, using the second condition in Case 3, that $n_{k'(i)}(i) - k'(i) \to \infty$ as $i \to \infty$. Indeed, assuming this is not true, we can choose an infinite subset $N \subseteq \mathbb{N}$ so that for some $M \geq 0$ we have $n_{k'(i)}(i) - k'(i) = M$ for all $i \in N$. It follows that for each $i \in N$ at most $M$ of the intervals $(n_{s-1}(i), n_s(i))$ in (2.5) has length exceeding 1 and that the sum of the lengths of these intervals is at most $2M$, and hence their contribution to the norm in (2.5) converges to 0 as $i \to \infty$. Thus by a further stabilization, replacing $N$ by an infinite subset of $N$ if necessary, we may assume that for some $s_0 \leq M$ and for all $i \in N$ there is an interval $J_i \subseteq \{1, 2, \ldots, k'(i)\}$ such that

$$\left\| \sum_{j \in J_i} \| P_{j+s_0} (z_i) \| Z \cdot v_j \right\|_V \geq \frac{1}{3(M+1)+1},$$

and thus, by our assumption on $(v_j)$, for some $\delta_0 > 0$

$$\left\| \sum_{j=1}^{\max \text{ supp}(z_i)} \| P_j (z_i) \| Z \cdot v_j \right\|_V \geq \left\| \sum_{j \in J_i} \| P_{j+s_0} (z_i) \| Z \cdot v_{j+s_0} \right\| \geq \delta_0,$

which contradicts the second assumption of Case 3.

Therefore we can choose $i_1 = i > i'$ large enough so that $n_{k'(i)}(i) - k'(i) > n_{m_{j-1}}$. Then set $m_j = k(i)$ and $n_s = n_s(i)$ for $k'(i) \leq s \leq k(i)$, choose $n_{m_{j-1}+1} < n_{m_{j-1}+2} < \ldots < n_{k'(i)-1}$ arbitrarily from the set $(n_{m_{j-1}}, n_{k'(i)})$, and deduce our claim from (2.6).

**Corollary 2.2.** Assume that $(v_i)$ is a normalized, boundedly complete and 1-unconditional basis of a Banach space $V$ so that $(v_{i+1})$ dominates $(v_i)$, and let $Z$ be a space with an FDD $E = (E_i)$.

Then $(E_i)$ is a boundedly complete FDD for $Z_V(E)$.

**Proof.** Let $(z_n)$ be a normalized block sequence of $(E_i)$ in $Z_V$. Choose a subsequence $(z_{n_s})$ of $(z_n)$ and a normalized block sequence $(b_n)$ in $V$ so that (2.1) of Lemma 2.1 is satisfied for some $d > 0$. Then it follows from the assumption that $(v_i)$ is boundedly complete that if $(a_i) \subseteq [c, \infty)$ for some $c > 0$, then

$$\left\| \sum_{j=1}^{n} a_j z_j \right\|_{Z_V} \geq d \left\| \sum_{j=1}^{n} a_j b_j \right\|_V \to \infty \quad \text{as } n \to \infty.$$
Since \((z_i)\) was an arbitrary normalized block sequence of \((E_i)\) in \(Z_V\) it follows that 
\((E_i)\) is boundedly complete in \(Z_V\).

**Lemma 2.3.** Let \(V\) be a Banach space with a normalized and 1-unconditional basis \((v_i)\) and assume that the space \(Z\) has an FDD \(E = (E_i)\).

If \((v_i)\) is shrinking and if \((E_i)\) is shrinking in \(Z\) then \((E_i)\) is shrinking in \(Z_V(E)\).

**Proof.** W.l.o.g. we assume that \((E_i)\) is bimonotone in \(Z\) and therefore also in \(Z_V(E)\). We first note that if \(v^* = \sum_{i=1}^{\infty} a_i v_i^*\) converges in \(V^*\) and \(\|v^*\| \leq 1\) and if \((z_i^*)\) is a normalized block sequence of \((E_i^*)\) in \(Z^*\), then the series \(\sum_{i=1}^{\infty} a_i z_i^*\) converges in \((Z_V)^*\) and \(\|\sum_{i=1}^{\infty} a_i z_i^*(z)\| \leq 1\). Indeed, for \(m \leq n \in \mathbb{N}\) there is a \(z \in S_{Z_V}\) with \(\text{supp}_E(z) \subset [\text{min supp}_E(z_m^*), \text{max supp}_E(z_m^*), \text{max supp}_E(z_n^*)]\) so that

\[
\left\| \sum_{i=m}^{n} a_i z_i^* \right\|_{(Z_V)^*} = \sum_{i=m}^{n} a_i z_i^*(z)
\]

\[
\leq \sum_{i=m}^{n} \|a_i\| \cdot \left\| P_{(\text{max supp}_E(z_{i-1}^*), \text{max supp}_E(z_i^*))}(z) \right\|_{Z^*}
\]

\[
\leq \left\| \sum_{i=m}^{n} a_i v_i^* \right\|_{V^*} \cdot \left\| \sum_{i=m}^{n} \| P_{(\text{max supp}_E(z_{i-1}^*), \text{max supp}_E(z_i^*))}(z) \|_{Z^*} v_i \right\|_{V}
\]

\[
\leq \left\| \sum_{i=m}^{n} a_i v_i^* \right\|_{V^*} \cdot \|z\|_{Z_V} = \left\| \sum_{i=m}^{n} a_i v_i^* \right\|_{V^*},
\]

which implies the claim.

Define

\[
K = \left\{ \sum_{i=1}^{\infty} a_i z_i^* : \left\| \sum_{i=1}^{\infty} a_i v_i^* \right\|_{V^*} \leq 1, \ (z_i^*) \text{ is an infinite block sequence in } S_{Z^*} \right\}
\]

\[
\cup \left\{ \sum_{i=1}^{\ell} a_i z_i^* : \ell \in \mathbb{N}, \left\| \sum_{i=1}^{\ell} a_i v_i^* \right\|_{V^*} \leq 1, \ (z_i^*) \text{ is a block sequence in } S_{Z^*}, \text{ of length } \ell \right\},
\]

where we allow in the second of the two sets which form \(K\) the last element \(z_{\ell}^*\) to have infinite support. Clearly, \(K\) is a \(Z_V\)-norming subset (isometrically) of \(B(Z_V)^*\).

We claim that \(K\) is \(w^*\)-compact. Indeed, let \(y_n^* = \sum_{i=1}^{\infty} a_i^{(n)} z_{n,i}^* \in K\) for \(n \in \mathbb{N}\) (where, for \(n \in \mathbb{N}\), \(a_i^{(n)}\) and \(z_{n,i}^*\) may eventually vanish in case that \(y_n^*\) is in the second of the two sets which form \(K\)). After passing to a subsequence we can assume that

\[
a_i = \lim_{n \to \infty} a_i^{(n)} \quad \text{exists for all } i \in \mathbb{N},
\]

there exists \(\ell \in \mathbb{N} \cup \{\infty\}\) such that

\[
z_i^* = \lim_{n \to \infty} z_{n,i}^* \quad \text{exists (in norm) for all } i < \ell,
\]

\[
z_i^* = \lim_{n \to \infty} z_{n,i}^* \quad \text{exists and}
\]

\[
z_i^* = \lim_{n \to \infty} z_{n,i}^* = 0 \quad \text{for all } i \in \mathbb{N}, \ i > \ell.
\]

Moreover, \((z_i^*)_{i<\ell}\) is a block sequence in \(S_{Z^*}\), and if \(\ell \in \mathbb{N}\), then \(z_{\ell}^* \in B_{Z^*}\) and \(z_{\ell-1}^* < z_{\ell}^*\).
Since \((v_i)\) is a shrinking basis of \(V\), the sequence \((v_i^*)\) is a boundedly complete basis of \(V^*\), and hence \(v^* = \sum a_i v_i^* \in B_{V^*}\). It follows that \(z^* \in K\), where \(z^* = \sum a_i z_i^*\). Indeed, if \(\ell = \infty\) or \(\ell \in \mathbb{N}\) and \(z_i^* = 0\), then \(z^* = \sum_{i<\ell} a_i z_i^*\) and \(\sum_{i<\ell} a_i v_i^* \in B_{V^*}\), whereas if \(\ell \in \mathbb{N}\) and \(z_i^* \neq 0\), then \(z^* = \sum_{i=1}^{\ell-1} a_i z_i^* + (a_\ell \|z_\ell^*\|) \frac{z_\ell^*}{\|z_\ell^*\|}\) and \(\sum_{i=1}^{\ell-1} a_i v_i^* + (a_\ell \|z_\ell^*\|) v_\ell^* \in B_{V^*}\) since \((v_i^*)\) is 1-unconditional.

Finally, for \(j \in \mathbb{N}\) and \(z \in E_j\) we have

\[
\lim_{n \to \infty} y_n^*(z) = \sum_{i=1}^{\infty} a_i z_i^*(z) = z^*(z),
\]

and thus \(z^*\) is the \(w^*\)-limit of \((y_n^*)\). This shows that \(K\) is \(w^*\)-closed.

We deduce that \(Z_V\) is embedded in \(C(K)\), the space of continuous functions on \(K\). Let \((z_i)\) be a bounded block sequence of \((E_i)\) in \(Z_V\), and let \(z^* = \sum_{i=1}^{\infty} a_i z_i^* \in K\) (i.e. \(\|\sum_{i=1}^{\infty} a_i z_i^*\|_{V^*} \leq 1\) and either \(\|z_i^*\|_{Z^*} = 1\) for all \(i \in \mathbb{N}\) or, for some \(\ell \in \mathbb{N}\), \(\|z_i^*\|_{Z^*} = 1\) for \(i \leq \ell\) and \(z_i^* = 0\) for \(i > \ell\)). If \((z_j^*)\) is an infinite normalized block sequence, then it follows that

\[
z^*(z_i) = 
\sum_{\max \text{supp}_{G^*}(z_j^*) \geq \min \text{supp}_{G^*}(z_i)} a_j z_j^*(z_i)
\]

\[
\leq \left\| \sum_{\max \text{supp}_{G^*}(z_j^*) \geq \min \text{supp}_{G^*}(z_i)} a_j v_j^* \right\|_{V^*} \to 0 \quad \text{as } i \to \infty.
\]

If, for some \(\ell \in \mathbb{N}\), \(\|z_i^*\| = 1\) and \(z_j^* = 0\) for \(j > \ell\), then from the assumption that \((E_i)\) is shrinking in \(Z\) and that \((z_i)\) is a bounded block sequence of \((E_i)\) in \(Z_V\), and thus also in \(Z\), we deduce that for large enough \(i \in \mathbb{N}\)

\[z^*(z_i) = a\ell z_\ell^*(z_i) \to 0 \quad \text{as } i \to \infty.
\]

It follows that \((z_i)\) is weakly null in \(C(K)\), and thus in \(Z_V\). Since \((z_i)\) was an arbitrary bounded block sequence in \(Z_V\), this finishes the proof that \((E_i)\) is shrinking in \(Z_V\).

Corollary 2.2 and Lemma 2.3 yield the following result.

**Corollary 2.4.** Assume that \(Z\) is a space with a shrinking FDD \(E = (E_i)\) and that \(V\) is a reflexive Banach space with a normalized and 1-unconditional basis \((v_i)\) such that \((v_{i+1})\) dominates \((v_i)\). Then \(Z_V(E)\) is reflexive.

We will now formulate conditions on \(V\) which ensure that, given a space \(Z\) with an FDD \((E_i)\), every normalized block tree in \(Z_V(E)\) admits a branch that dominates some normalized block sequence of \((v_i)\). We consider the following two forms of shift invariance of \(V\).

**Definition.** We say that \(V\) has the strong right shift property if (SRS) there exists \(c > 0\) so that for all \((a_i) \in c_{00}\) and all \(n \in \mathbb{N}\)

\[
\left\| \sum_{i=1}^{\infty} a_i v_{i+n} \right\|_{V} \geq c \left\| \sum_{i=1}^{\infty} a_i v_i \right\|_{V}.
\]

We say that \(V\) has the weak left shift property if
there exists \( d > 0 \) so that for all \( m \in \mathbb{N} \) there exists \( L = L(m) \geq m \) so that for all \( k \leq m \)

\[
\left\| \sum_{i=L+1}^{\infty} a_i v_{i-k} \right\|_V \geq d \left\| \sum_{i=L+1}^{\infty} a_i v_i \right\|_V \text{ whenever } (a_i) \in c_{00}.
\]

**Lemma 2.5.** Let \( Z \) be a space with an FDD \( E = (E_i) \) and let \( V \) be a space with a 1-unconditional and normalized basis \((v_i)\).

If \( V \) satisfies \((SRS)\) and \((WLS)\), then there is a \( C \geq 1 \) so that every normalized block tree of \((E_i)\) in \( Z \) has a branch that \( C \)-dominates some normalized block sequence of \((v_i)\).

**Proof.** Without loss of generality we can, after renorming \( Z \) if necessary, assume that \((E_i)\) is bimonotone. Let \( c \) and \( d \) be as in \((SRS)\) and \((WLS)\).

Given a block tree in \( S_{ZV}(E) \), we can extract a branch \((z_i)\) so that

\[
L(b_i - 1) < a_i \quad \text{for all } i > 1, \quad a_i = \min \text{supp}(z_i) \quad \text{and} \quad b_i = \max \text{supp}(z_i) \quad \text{for all } i \in \mathbb{N}. \quad (2.7)
\]

Using \((SRS)\) and the fact that \((z_i)\) is normalized in \( Z \), we can choose, for each \( i \in \mathbb{N}, k(i) \in \mathbb{N} \) and \( 0 = n_0(i) < n_1(i) < n_2(i) < \ldots < n_{k(i)}(i) = b_i \) so that \((a_i \leq k(i)\) and

\[
n_j(i) = j \quad \text{for } j = 0, 1, 2, \ldots, a_i - 1, \quad (2.8)
\]

\[
1 = \|z_i\|_{ZV} \geq \left\| \sum_{j=1}^{k(i)} P_{(n_j(i), n_j(i))} (z_i) \|Z \cdot v_j\|_V \geq c. \quad (2.9)
\]

(Note that by forcing \((2.8)\) we can only achieve the value \( c \).)

Put \( m_1 = k(1) \) and \( n_j = n_j(1) \) for \( j = 0, 1, 2, \ldots, m_1 \), and assume that \( m_1 < m_2 < \ldots < m_{i-1} \) and \( n_0 < n_1 < \ldots < n_{m_{i-1}} = b_{i-1} \) have been chosen for some \( i > 1 \). We put \( m_i = m_{i-1} + k(i) - b_{i-1} \) and \( n_j = n_{j-m_{i-1}+b_{i-1}}(i) \) for \( j = m_{i-1} + 1, m_{i-1} + 2, \ldots, m_i \). Note that

\[
m_i \geq m_{i-1} + a_i - b_{i-1} > m_{i-1},
\]

\[
n_{m_{i-1}} = b_{i-1} = n_{b_{i-1}+1}(i) = n_{m_{i-1}+1} \quad \text{and} \quad n_{m_i} = n_k(i) = b_i.
\]
We deduce for \( i \in \mathbb{N} \) that

\[
\left\| \sum_{j=m_{i-1}+1}^{m_i} \left\| P_{(n_{j-1},n_j)}^E (z_i) \right\|_{V} \cdot v_j \right\|_V \\
= \left\| \sum_{j=b_{i-1}+1}^{b_i} \left\| P_{(n_{j-1}(i),n_j(i))}^E (z_i) \right\|_{V} \cdot v_j-(b_{i-1}-m_{i-1}) \right\|_V \\
= \left\| \sum_{j=a_i}^{b_i} \left\| P_{(n_{j-1}(i),n_j(i))}^E (z_i) \right\|_{V} \cdot v_j-(b_{i-1}-m_{i-1}) \right\|_V \\
(\text{since } P_{(n_{j-1}(i),n_j(i))}^E (z_i) = 0 \text{ for } j < a_i) \\
\geq d \left\| \sum_{j=a_i}^{b_i} \left\| P_{(n_{j-1}(i),n_j(i))}^E (z_i) \right\|_{V} \cdot v_j \right\|_V \geq cd \\
(\text{since } b_{i-1} - m_{i-1} \leq b_{i-1} \text{ and } L(b_{i-1}) < a_i).
\]

Our claim now follows as in the proof of Lemma 2.1. 

\[ \square \]

**Lemma 2.6.** Let \( V \) and \( U \) be Banach spaces with normalized and 1-unconditional bases \((v_i)\) and \((u_i)\), respectively, and assume that every subsequence of \((u_i)\) dominates every normalized block sequence of \((v_i)\) and that every subsequence of \((v_i)\) is dominated by every normalized block sequence of \((u_i)\). Let \( Z \) be a Banach space with an FDD \((E_i)\).

If \((E_i)\) satisfies \( U \)-upper estimates in \( Z \), then \((E_i)\) also satisfies \( U \)-upper estimates in \( Z_V \).

**Proof.** It follows from the assumptions that for some constants \( C_1, C_2 \) and \( C_3 \) in \([1, \infty)\) we have

\[
\left\| \sum_{i=1}^{\infty} z_i \right\|_Z \leq C_1 \left\| \sum_{i=1}^{\infty} \left\| z_i \right\|_Z \cdot u_i \right\|_U \text{ for all block sequences } (z_i) \text{ of } (E_i), \tag{2.10}
\]

subsequences of \((v_i)\) are \( C_2 \)-dominated by normalized block sequences of \((u_i)\),

\[
\text{normalized block sequences of } (v_i) \text{ are } C_3 \text{-dominated by subsequences of } (u_i). \tag{2.11}
\]

Let \( K \) be the projection constant of \((E_i)\) in \( Z \) and set \( C = C_3 + C_1 C_2 + 2KC_2 \).

We show that for any finite block sequence \((z_i)_{i=1}^{n_0} \) of \((E_i)\) and for any \( k \) and \( n_1 < \ldots < n_k \) in \( \mathbb{N} \) we have (putting \( z = \sum_{i=1}^{m} z_i \) and \( n_0 = 0 \))

\[
\left\| \sum_{j=1}^{k} \left\| P_{(n_{j-1},n_j)}^E (z) \right\|_{V} \cdot v_j \right\|_V \leq C \left\| \sum_{i=1}^{m} \left\| z_i \right\|_Z \cdot u_i \right\|_U. \tag{2.13}
\]

Taking then the supremum of the left side of (2.13) over all choices of \( k \) and \( n_1 < \ldots < n_k \) in \( \mathbb{N} \), we obtain

\[
\left\| \sum_{i=1}^{m} z_i \right\|_{Z_V} \leq C \left\| \sum_{i=1}^{m} \left\| z_i \right\|_Z \cdot u_i \right\|_U,
\]
and thus that $(E_i)$ satisfies $C$-$U$-upper estimates in $Z_V$. Note that in proving (2.13) we can of course assume that $n_k \leq \max \text{supp}(z_m)$.

For $i = 1, 2, \ldots, m$ put

$$J_i = \{ j \in \{1, 2, \ldots, k \} : \max \text{supp}_E(z_{j-1}) \leq n_j - 1 < n_j \leq \max \text{supp}_E(z_i) \}$$

(with $\max \text{supp}_E(z_0) = 0$) and $J_0 = \{1, 2, \ldots, k \} \setminus \bigcup_{i=1}^m J_i$.

For $j = 1, 2, \ldots, k$ put

$$I_j = \{ i \in \{1, 2, \ldots, m \} : n_j - 1 < \min \text{supp}_E(z_i) \leq \max \text{supp}_E(z_i) \leq n_j \}$$

and $I_0 = \{1, 2, \ldots, m \} \setminus \bigcup_{j=1}^k I_j$.

Firstly, we have

$$\left\| \sum_{i=1}^m \sum_{j \in J_i} \| P_{E}^{(n_j - 1, n_j]}(z_i) \| Z \cdot v_j \right\|_V \leq C_2 \left\| \sum_{i=1}^m \| b_i \| U \cdot v_i \right\|_U \leq C_2 \left\| \sum_{i=1}^m \| z_i \| Z \cdot v_i \right\|_U$$

(2.14) (Note that some (or all) of the $b_i$ may be zero, however the third line above is still valid using assumption (2.12).) Secondly,

$$\left\| \sum_{j \in J_0} \sum_{i \in I_j} z_i \right\|_Z \cdot v_j \right\|_V \leq C_1 \left\| \sum_{j \in J_0} \| b_j \| U \cdot v_j \right\|_V \leq C_1 C_2 \left\| \sum_{j \in J_0} b_j \right\|_U \leq C_1 C_2 \left\| \sum_{i=1}^m \| z_i \| Z \cdot v_i \right\|_U \right.$$

(2.15) (where $b_j = \sum_{i \in I_j} \| z_i \| Z \cdot v_i$ for each $j \in J_0$, and we used (2.10))

and, thirdly,

$$\left\| \sum_{j \in J_0} \sum_{i \in J_0} \| P_{E}^{(n_j - 1, n_j]}(z_i) \| Z \cdot v_j \right\|_V \leq C_1 C_2 \left\| \sum_{i=1}^m \| z_i \| Z \cdot v_i \right\|_U \right.$$

(2.16)
where the $z_{j}^{(1)}$'s and $z_{j}^{(2)}$'s are chosen as follows: since for every $j \in J_{0}$ the interval $(n_{j-1}, n_{j}]$ intersects the support of at most two $z$'s with $i \in I_{0}$, we can choose, for $j \in J_{0}$, $i_{j}^{(1)} < i_{j}^{(2)}$ in $\{1, 2, \ldots, m\}$ so that $i_{j}^{(2)} \leq i_{j}^{(1)}$ whenever $j < j'$ are in $J_{0}$ and so that the above inequality holds. (We are tacitly assuming that $m \geq 2$, which is fine since (2.13) is clear for $m = 1$.) Continuing (2.16) we have

$$
\leq \left\| \sum_{j \in J_{0}} \left\| P_{E}^{(n_{j-1}, n_{j})}(z_{j}^{(1)}) \right\| Z \cdot v_{j} \right\|_{V} + \left\| \sum_{j \in J_{0}} \left\| P_{E}^{(n_{j-1}, n_{j})}(z_{j}^{(2)}) \right\| Z \cdot v_{j} \right\|_{V}
$$

$$
\leq KC_{2} \left\| \sum_{j \in J_{0}} \left\| z_{j}^{(1)} \right\| Z \cdot u_{j} \right\|_{U} + KC_{2} \left\| \sum_{j \in J_{0}} \left\| z_{j}^{(2)} \right\| Z \cdot u_{j} \right\|_{U}
$$

$$
\leq 2KC_{2} \left\| \sum_{i=1}^{m} \left\| z_{i} \right\| Z_{V} \cdot u_{i} \right\|_{U}.
$$

Finally, we deduce from (2.14), (2.15) and (2.16) that

$$
\left\| \sum_{j=1}^{k} \left\| P_{E}^{(n_{j-1}, n_{j})}(z) \right\| Z \cdot v_{j} \right\|_{V}
$$

$$
\leq \left\| \sum_{i=1}^{m} \sum_{j \in J_{i}} \left\| P_{E}^{(n_{j-1}, n_{j})}(z_{i}) \right\| Z \cdot v_{j} \right\|_{V} + \left\| \sum_{j \in J_{0}} \left\| P_{E}^{(n_{j-1}, n_{j})}(z) \right\| Z \cdot v_{j} \right\|_{V}
$$

$$
\leq \left\| \sum_{i=1}^{m} \sum_{j \in J_{i}} \left\| P_{E}^{(n_{j-1}, n_{j})}(z_{i}) \right\| Z \cdot v_{j} \right\|_{V} + \left\| \sum_{j \in J_{0}} \sum_{i \in I_{j}} \left\| z_{i} \right\| Z \cdot v_{j} \right\|_{V} + \left\| \sum_{j \in J_{0}} \sum_{i \in I_{j}} \left\| z_{i} \right\| Z \cdot v_{j} \right\|_{V}
$$

$$
\leq (C_{3} + C_{1}C_{2} + 2KC_{2}) \left\| \sum_{i=1}^{m} \left\| z_{i} \right\| Z_{V} \cdot u_{i} \right\|_{U}
$$

which finishes the proof of (2.13).

3. Embedding Theorems

In this section we will prove and deduce some consequences of

**Theorem 3.1.** Assume that $V$ is a Banach space with a normalized and 1-unconditional basis $(v_{i})$, and let $X$ be a separable and reflexive space with $V$-lower tree estimates.

a) For every reflexive space $Z$ with an FDD $E = (E_{i})$ which contains $X$ there is a blocking $H = (H_{i})$ of $(E_{i})$ so that $X$ naturally isomorphically embeds into $Z_{V}(H)$.

b) There is a space $Y$ with a shrinking FDD $\tilde{G} = (\tilde{G}_{i})$ so that $X$ is a quotient of $\tilde{Y}_{V}(\tilde{G})$. 

\[ \square \]
Corollary 3.2. Assume that $V$ is a reflexive Banach space with a normalized and 1-unconditional basis $(v_i)$ satisfying conditions (WLS) and (SRS) as defined in the previous section and having the property that $(v_i)$ is dominated by every normalized block sequence of $(v_i)$. Let $X$ be a separable and reflexive space with $V$-lower tree estimates.

Then $X$ is a subspace of a reflexive space $Z$ with an FDD satisfying $V$-lower estimates and it is a quotient of a reflexive space $Y$ with an FDD satisfying $V$-lower estimates.

Remark. The assumption that $(v_i)$ is dominated by all its normalized block sequences implies that $(v_i)$ satisfies condition (SRS).

Proof. By a theorem of Zippin [15] we can embed $X$ into a reflexive space $W$ with an FDD $E = (E_i)$. Using Theorem 3.1 (a) we can block $(E_i)$ into $F = (F_i)$ so that $X$ embeds into $Z = W_Y(F)$. Theorem 3.1 (b) provides a space $Y$ with a shrinking FDD $G = (G_i)$ so that $X$ is a quotient of $Y = Y_Y(G)$. By Corollary 2.4 the spaces $Z$ and $Y$ are reflexive.

It follows from Lemma 2.5 that every normalized block tree of $(F_i)$ in $Z$ and of $(G_i)$ in $Y$ has a branch which dominates some normalized block sequence of $(v_i)$ and thus $(v_i)$ itself. It follows that every normalized weakly null tree in $Z$ and in $Y$ has a branch which dominates $(v_i)$, and so, by Proposition 1.2, $Z$ and $Y$ satisfy $V$-lower tree estimates. Finally, by Proposition 1.5 we can find blockings $G = (G_i)$ of $(F_i)$ and $H = (H_i)$ of $(G_i)$ so that $G$ satisfies $V$-lower estimates in $Z$, and $H$ satisfies $V$-lower estimates in $Y$.

From Corollary 3.2 and Proposition 1.3 we deduce in certain instances the inverse implication of Proposition 1.4.

Corollary 3.3. Assume that $V$ is a reflexive Banach space with a 1-unconditional and normalized basis $(v_i)$ satisfying the conditions of Corollary 3.2.

If $X$ is a reflexive space which satisfies $V$-lower tree estimates, then $X^*$ satisfies $V^*$-upper tree estimates.

Theorem 3.4. Let $V$ and $U$ be reflexive Banach spaces with normalized, 1-unconditional bases $(v_i)$ and $(u_i)$, respectively, such that $(v_i)$ and $(u_i^*)$ both satisfy the conditions of Corollary 3.2. Further assume that every subsequence of $(u_i)$ dominates every normalized block sequence of $(v_i)$ and that every normalized block sequence of $(u_i)$ dominates every subsequence of $(v_i)$.

If $X$ is a separable, reflexive Banach space which satisfies $(V, U)$-tree estimates, then $X$ can be embedded into a reflexive Banach space $Z$ with an FDD $(G_i)$, which satisfies $(V, U)$-estimates in $Z$.

Proof. By Proposition 1.4 $X^*$ satisfies $U^*$-lower tree estimates, and we can apply Corollary 3.2 to deduce that $X^*$ is the quotient of a reflexive space $Y^*$ with an FDD $(E_i^*)$ $(Y^*$ being the dual of a space $Y$ with an FDD $(E_i)$) satisfying $U^*$-lower estimates in $Y^*$. Thus $X$ is a subspace of the reflexive space $Y$ having an FDD $(E_i)$ which, by Proposition 1.3, satisfies $U$-upper estimates in $Y$.

Theorem 3.1 part (a) yields a blocking $F = (F_i)$ of $(E_i)$ so that $X$ embeds into $Z = Y_Y(F)$. As in the proof of Corollary 3.2 we can deduce from the assumptions
that $Z$ is reflexive (Corollary 2.4), it satisfies $V$-lower tree estimates (Lemma 2.5 and Proposition 1.2) and that there is a blocking $G = (G_i)$ of $(F_i)$ such that $G$ satisfies $V$-lower estimates in $Z$ (Proposition 1.5).

To complete the proof note that the assumptions of Lemma 2.6 are satisfied, and so the FDD $(F_i)$, and hence also $(G_i)$, satisfies $U$-upper estimates in $Z$.

Remark. Spaces $V$ which satisfy the assumptions of Corollary 3.2 are the $\ell_p$ spaces, $1 < p < \infty$, and convexified Tsirelson spaces $\mathcal{T}(p, \gamma)$ (see [2]) for $1 \leq p < \infty$ and $0 < \gamma < 1$. In section 4 we will discuss more general versions of these spaces.

The proof of Theorem 3.1 will follow along the lines of the proof of Theorem 1.7 in [12], where the special case $V = \ell_p$, for some $1 < p < \infty$, was treated.

From Corollary 4.5 in [11] we have

**Proposition 3.5.** Let $X$ be a Banach space which is a subspace of a reflexive space $Z$ with an FDD $A = (A_i)$ having projection constant $K$. Let $\bar{\eta} = (\eta_i) \subset (0, 1)$ with $\eta_i \downarrow 0$. Then there exist positive integers $N_1 < N_2 < \ldots$ such that the following holds. For all $x \in S_X$ there exist $x_i \in X$ and $t_i \in (N_i - 1, N_i)$ ($i \in \mathbb{N}$, $N_0 = 0$) such that

\begin{align*}
\text{a) } & \quad x = \sum_{i=1}^{\infty} x_i, \\
\text{b) } & \quad \text{for } i \in \mathbb{N} \text{ either } \|x_i\| < \eta_i \text{ or } \|P_{(t_{i-1} - 1, t_i)}^A x_i - x_i\| < \eta_i \|x_i\|, \\
\text{c) } & \quad \|P_{(t_{i-1} - 1, t_i)}^A x - x_i\| < \eta_i \text{ for all } i \in \mathbb{N}, \\
\text{d) } & \quad \|x_i\| < K + 1 \text{ for } i \in \mathbb{N}, \text{ and} \\
\text{e) } & \quad \|P_{t_i}^A x\| < \eta_i \text{ for } i \in \mathbb{N}.
\end{align*}

Moreover, the above conditions hold if $(N_i)$ is replaced by any subsequence of $(N_i)$.

Parts d) and e) were not explicitly stated in [11] but follow from the proof.

**Proof of Theorem 3.1 part (a).** Let $K$ be the projection constant of $E$ in $Z$, and assume that $X$ satisfies $C-V$-lower tree estimates.

Using Proposition 1.6 as in the proof of Proposition 1.5, we find a blocking $(F_i)$ of $(E_i)$ and a sequence $\bar{\delta} = (\delta_i) \subset (0, 1)$, $\delta_i \downarrow 0$, such that any $\bar{\delta}$-skipped block sequence $(\pi_i) \subset S_X$ of any blocking of $(F_i)$ in $Z$ $2C$-dominates $(v_i)$ and $(v_{i+1})$. We can assume that $\Delta = \sum_i \delta_i < 1$.

It is easy to see that we can block $(F_i)$ into an FDD $G = (G_i)$ so that there exists $(e_n) \subset S_X$ with

$$\|e_n - P_n^G(e_n)\|_Z < \delta_n \quad \text{for all } n \in \mathbb{N}. \tag{3.1}$$

Finally, we let $N_1 < N_2 < \ldots$ be a sequence of positive integers obtained by applying Proposition 3.5 with $(A_i) = (G_i)$ and $\bar{\eta} = \bar{\delta}$.

Now set $H_i = \bigoplus_{j=N_i}^{N_i+1} G_j$ for $i \in \mathbb{N}$, and let $H = (H_i)$. We consider the space $Z_V = Z_V(H)$, and claim that $X$ naturally embeds into $Z_V$. In order to achieve that we prove that if $x \in S_X$, then

$$\left\| \sum_{i=1}^{\infty} \|P_i^H(x)\|_Z \cdot v_i \right\|_V \leq 24K^2C. \tag{3.2}$$
Since the argument will also work for any further blocking of \((H_i)\) (by the “more-over” part of Proposition 3.5) we obtain for all \(x \in S_X\)

\[
\|x\|_{Z_V} = \sup_{0=k_0 < k_1 < \ldots < k_n} \left\| \sum_{i=1}^{n} \| P^H_{(k_{i-1}, k_i)}(x) \| z \cdot v_i \|_V \right\| \leq 24K^2C. \tag{3.3}
\]

Let \(x \in S_X\), and for each \(i \in \mathbb{N}\) choose \(x_i \in X\) and \(t_i \in (N_{i-1}, N_i)\) so that the properties (a)–(e) of Proposition 3.5 are satisfied with \((A_i) = (G_i)\) and \(\eta = \delta\).

For each \(i \in \mathbb{N}\) let \(\mathfrak{p}_i = \frac{x_{i+1}}{\|x_{i+1}\|}\) and \(\alpha_i = \|x_{i+1}\|\) if \(\|x_{i+1}\| \geq \delta_{i+1}\), and let \(\mathfrak{p}_i = e_{N_i}\) and \(\alpha_i = 0\) if \(\|x_{i+1}\| < \delta_{i+1}\), where \((e_n)\) is a sequence that satisfies (3.1). Observe that \((\mathfrak{p}_i)\) is a \(\delta\)-skipped block sequence of some blocking of \((G_i)\) (and hence of \((F_i)\)) and as such it \(2C\)-dominates \((v_i)\) and \((v_{i+1})\). Using domination of \((v_i)\), we get

\[
\left\| \sum_{i=1}^{\infty} x_i \right\|_{Z} \geq \left\| \sum_{i=1}^{\infty} \alpha_i \mathfrak{p}_i \right\| - \|x_1\| - \Delta \tag{3.4}
\]

\[
\geq \frac{1}{2C} \left\| \sum_{i=1}^{\infty} \alpha_i v_i \right\|_V - (K + 1) - \Delta
\]

\[
\geq \frac{1}{2C} \left\| \sum_{i=1}^{\infty} \|x_{i+1}\| z \cdot v_i \right\|_V - \frac{1}{2C} \Delta - (K + 1) - \Delta,
\]

and thus

\[
\left\| \sum_{i=1}^{\infty} \|x_{i+1}\| z \cdot v_i \right\|_V \leq 2C(K + 2\Delta + 2) \tag{3.5}.
\]

Since \((\mathfrak{p}_i)\) also \(2C\)-dominates \((v_{i+1})\), a similar calculation shows

\[
\left\| \sum_{i=1}^{\infty} \|x_{i+1}\| z \cdot v_{i+1} \right\|_V \leq 2C(K + 2\Delta + 2) \tag{3.6}.
\]

Using properties (c) and (e) of Proposition 3.5 with \(A = G\) and \(\eta = \delta\), we have

\[
\| P^H_i(x) \| z \leq K \| P^{G^H}_{(t_i, t_{i+1})}(x) \| z \leq K \left( \|x_i\| z + \|x_{i+1}\| z + 3\delta_i \right)
\]

for each \(i \in \mathbb{N}\). It follows, using (3.5) and (3.6), that

\[
\left\| \sum_{i=1}^{\infty} \| P^H_i(x) \| z \cdot v_i \right\|_V \leq \| P^H_i(x) \| z + K \left\| \sum_{i=2}^{\infty} \|x_i\| z \cdot v_i \right\|_V + K \left\| \sum_{i=2}^{\infty} \|x_{i+1}\| z \cdot v_i \right\|_V + 3K \Delta \leq 24K^2C.
\]

Before we prove part (b) of Theorem 3.1 we need a blocking result due to Johnson and Zippin.

**Proposition 3.6.** [5] Let \(T : Y \to Z\) be a bounded linear operator from a space \(Y\) with a shrinking FDD \((G_i)\) into a space \(Z\) with an FDD \((H_i)\). Let \(\varepsilon_i \downarrow 0\). Then there exist blockings \(E = (E_i)\) of \((G_i)\) and \(F = (F_i)\) of \((H_i)\) so that for all \(m < n\) and \(y \in S_{\Phi, \varepsilon(m, n)} E_i\) we have \(\| P^E_{(1, m)} Ty \| < \varepsilon_m \) and \(\| P^F_{(n, \infty)} Ty \| < \varepsilon_n \).

**Proof** of Theorem 3.1 part (b).
By Lemma 3.1 in [11] we can, after renorming $X$ if necessary, regard $X^*$ (isometrically) as a subspace of a reflexive space $Y^*$ (being the dual of a reflexive space $Y$) with bimonotone FDD $(E_i^*)$ such that $c_00(\bigoplus_{i=1}^\infty E_i^*) \cap X^*$ is dense in $X^*$. We have a natural quotient map $Q : Y \to X$. By a Theorem of Zippin [15] we may regard $X$ (isometrically) as a subspace of a reflexive space $Z$ with an FDD $(F_i)$. Let $K$ be the projection constant of $(F_i)$ in $Z$, and choose $C > 0$ such that $X$ satisfies $C$-$V$-lower tree estimates.

Using Proposition 1.6 as in the proof of Proposition 1.5, we find a sequence $\delta = (\delta_i) \subset (0,1)$, $\delta_i \downarrow 0$, so that if $(x_i) \subset S_X$ is any $\delta$-skipped block sequence of any blocking of $(F_i)$, then $(x_i)$ 2C-dominates $(\varepsilon_i)$, and moreover, using standard perturbation arguments and making $\delta$ smaller if necessary, we can assume that if $(z_i) \subset Z$ satisfies $\|x_i - z_i\| < \delta_i$ for all $i \in \mathbb{N}$, then $(z_i)$ is a basic sequence equivalent to $(x_i)$ with projection constant at most $2K$. We also require that

$$\Delta = \sum_{i=1}^\infty \delta_i < \frac{1}{7}. \quad (3.7)$$

Choose a sequence $\varepsilon = (\varepsilon_i) \subset (0,1)$ with $\varepsilon_i \downarrow 0$ and

$$3K(K + 1) \sum_{j=1}^\infty \varepsilon_j < \delta^2_i \quad \text{for all } i \in \mathbb{N}. \quad (3.8)$$

After blocking $(F_i)$ if necessary, we can assume that for any subsequent blocking $D$ of $F$ there is a sequence $(\varepsilon_i)$ in $S_X$ such that

$$\|\varepsilon_i - P^F_i(\varepsilon_i)\|_Z < \varepsilon_i/2K \quad \text{for all } i \in \mathbb{N}. \quad (3.9)$$

By Proposition 3.6 we may assume, after further blocking our FDDs if necessary, that

$$\text{for all } m < n \text{ and } y \in S_{\oplus_{i=m}^n E_i}, \text{ we have}$$

$$\|P^F_{[1,m]} \circ Q(y)\| < \varepsilon_m \quad \text{and} \quad \|P^F_{[n,\infty]} \circ Q(y)\| < \varepsilon_n,$$

and moreover the same holds if one passes to any blocking of $(E_i)$ and the corresponding blocking of $(F_i)$.

For $i \in \mathbb{N}$ let $E_i$ be the quotient space of $E_i$ determined by $Q$, i.e. if $y \in E_i$, then the norm of $\tilde{y}$, the equivalence class of $y$ in $E_i$, is given by $\|\tilde{y}\| = \|Q(y)\|$. Passing to a further blocking of $(E_i)$ (and the corresponding blocking of $(F_i)$), we may assume that $E_i \neq \{0\}$ for $i \in \mathbb{N}$. Given $y = \sum y_i \in c_00(\bigoplus_{i=1}^\infty E_i)$, $y_i \in E_i$ for $i \in \mathbb{N}$, we set

$$\tilde{y} = \sum y_i \in c_00(\bigoplus_{i=1}^\infty \tilde{E}_i)$$

and

$$\|\tilde{y}\| = \max_{m \leq n} \left\| \sum_{i=m}^n Q(y_i) \right\| = \max_{m \leq n} \|Q \circ P^E_{[m,n]}(y)\|. \quad (3.10)$$

We let $\tilde{Y}$ be the completion of $c_00(\bigoplus_{i=1}^\infty \tilde{E}_i)$ with respect to $\| \cdot \|$. Since $(E_i)$ is a bimonotone FDD in $Y$, we have $\|\tilde{y}\| \leq \|y\|$ for all $y \in c_00(\bigoplus_{i=1}^\infty E_i)$, and hence the map $y \mapsto \tilde{y}$ extends to a norm one map from $Y$ to $\tilde{Y}$. By the definition of $\| \cdot \|$ we have $\|Qy\| \leq \|\tilde{y}\|$ for any $y \in c_00(\bigoplus_{i=1}^\infty E_i)$. It follows that $\tilde{y} \mapsto Q(\tilde{y})$ extends to a norm one map $Q : \tilde{Y} \to X$ with $Q(\tilde{y}) = Q(y)$ for all $y \in Y$.

In order to continue our proof we will need the following proposition from [12].

**Proposition 3.7.** [12, Proposition 2.6]

a) $(\tilde{E}_i)$ is a bimonotone, shrinking FDD for $\tilde{Y}$. 

b) \( \tilde{Q} \) is a quotient map from \( \tilde{Y} \) onto \( X \). More precisely if \( x \in X \) and \( y \in Y \) is such that \( Q(y) = x \), \( \|y\| = \|x\| \) and \( y = \sum y_i \) with \( y_i \in E_i \) for all \( i \in \mathbb{N} \), then \( \tilde{y} = \sum y_i \in \tilde{Y} \), \( \|\tilde{y}\| = \|y\| \) and \( Q(\tilde{y}) = x \).

c) Let \( (\tilde{y_i}) \) be a block sequence of \( (E_i) \) in \( B_{\tilde{Y}} \), and assume that \( (\tilde{Q}(\tilde{y}_i)) \) is a basic sequence with projection constant \( K \) and \( a = \inf_i \|\tilde{Q}(\tilde{y}_i)\| > 0 \). Then for all \( (a_i) \in c_0 \) we have

\[
\left\| \sum a_i \tilde{Q}(\tilde{y}_i) \right\| \leq \left\| \sum a_i \tilde{y}_i \right\| \leq \frac{3K}{a} \left\| \sum a_i \tilde{Q}(\tilde{y}_i) \right\|.
\]

To finish the proof of Theorem 3.1 (b) it suffices to find a constant \( L < \infty \) and a blocking \( \tilde{G} = (G_i) \) of \( (E_i) \) with the following property. For any \( x \in S_X \) there exists \( y = \sum y_i \in \tilde{Y} \), \( \tilde{y}_i \in \tilde{G}_i \) for \( i \in \mathbb{N} \), so that

\[
\|\tilde{Q}(\tilde{y}) - x\| < 1/2 ,
\]

\[
\left\| \sum_{j=1}^k \|P_{(n_j-1,n_j)}(\tilde{y})\| \cdot v_j \right\|_V \leq L
\]

(3.11)

(3.12)

for any choice of \( k \) and \( n_1 < n_2 < \ldots < n_k \) in \( \mathbb{N} \) (\( n_0 = 0 \)).

Once this is accomplished, we consider the space \( Y_V = \tilde{Y}_V(\tilde{G}) \). Given \( x = x_0 \in S_X \), the property of \( \tilde{G} \) allows us to recursively choose \( x_n = x_{n-1} - \tilde{Q}(\tilde{y}_n) \) for all \( n \in \mathbb{N} \). It follows that \( \sum_{n=1}^\infty \tilde{y}_n \) converges in \( \tilde{Y}_V \) with \( \| \sum_{n=1}^\infty \tilde{y}_n \| \leq 2L \) and \( \tilde{Q}(\sum_{n=1}^\infty \tilde{y}_n) = x \). Thus \( \tilde{Q} : \tilde{Y}_V \to X \) remains surjective, which finishes the proof.

In order to show the existence of a suitable blocking \( \tilde{G} \) of \( \tilde{E} \) we need the following result from [12].

**Lemma 3.8.** [12, Lemma 2.7] Assume that (3.10) holds for our original map \( Q : Y \to X \). Then there exist integers \( 0 = N_0 < N_1 < \ldots \) so that if for each \( i \in \mathbb{N} \) we define

\[
C_i = \bigoplus_{j=N_{i-1}+1}^{N_i} E_j , \quad D_i = \bigoplus_{j=N_{i-1}+1}^{N_i} F_j ,
\]

\[
L_i = \left\{ j \in \mathbb{N} : N_{i-1} < j \leq \frac{N_{i-1} + N_i}{2} \right\} ,
\]

\[
R_i = \left\{ j \in \mathbb{N} : N_{i-1} + \frac{N_i}{2} < j \leq N_i \right\} ,
\]

\[
C_{i,L} = \bigoplus_{j \in L_i} E_j \quad \text{and} \quad C_{i,R} = \bigoplus_{j \in R_i} E_j ,
\]

then the following holds. Let \( x \in S_X \), \( 0 \leq m < n \) and \( \varepsilon > 0 \), and assume that \( \|x - P_{(m,n)}^D(x)\| < \varepsilon \). Then there exists \( y \in B_Y \) with \( y \in C_{m,R} \oplus \left( \bigoplus_{j \in (m,n)} C_j \right) \oplus C_{n,L} \) (where \( C_{0,R} = \{0\} \)) and \( \|Qy - x\| < K[2\varepsilon + \varepsilon_{m+1}] \) (recall that \( K \) is the projection constant of \( (F_i) \) in \( Z \)).

Let \( (C_i) \) and \( (D_i) \) be the blockings given by Lemma 3.8. Note that the sequence \( (N_i) \) in the lemma used to define these blockings will not be needed in the sequel, so we can discard it. We now apply Proposition 3.5 with \( (A_i) = (D_i) \) and \( \eta = \tau \) to obtain a sequence \( N_1 < N_2 < \ldots \) in \( \mathbb{N} \) so that the conclusions of the proposition are
satisfied. We now come to our final blockings: for each \( i \in \mathbb{N} \) set \( G_i = \oplus_{j=N_{i-1}+1}^{N_i} C_j \) and let \( H_i = \oplus_{j=N_{i-1}+1}^{N_i} D_j \) \((N_0 = 0)\). Put \( G = (G_i) \) and \( H = (H_i) \). Let \( \tilde{G} = (\tilde{G}_i) \) be the corresponding blocking of \((\tilde{E}_i)\).

Fix a sequence \((\epsilon_i) \in S_X\) so that (3.9) holds. Let \( x \in S_X \). By the choice of \( N_1, N_2, \ldots \), for each \( i \in \mathbb{N} \), there are \( x_i \in (K + 1)B_X \) and \( t_i \in (N_{i-1}, N_i) \) such that \( x = \sum_{i=1}^{\infty} x_i \) and for all \( i \in \mathbb{N} \) either \( \|x_i\| < \epsilon_i \) or \( \|P^D_{(t_i-1, t_i)} x_i - x_i\| < \epsilon_i \|x_i\| \) \((t_0 = 0)\). For each \( i \in \mathbb{N} \) let \( \tilde{x}_i = \frac{x_i}{\|x_i\|+1} \) and \( \alpha_i = \|x_{i+1}\| \) if \( \|x_{i+1}\| \geq \epsilon_{i+1} \), and let \( \tilde{x}_i = \epsilon_N \) and \( \alpha_i = 0 \) if \( \|x_{i+1}\| < \epsilon_{i+1} \).

Since
\[
\|\tilde{x}_i - P^D_{(t_i, t_{i+1})}(\tilde{x}_i)\| < \epsilon_{i+1} \quad \text{for all } i \in \mathbb{N} , \tag{3.13}
\]
there exists \((y_i) \subset B_Y\) with \( y_i \in C_{t_i, R} \oplus (\bigoplus_{j \in (t_i, t_{i+1})} C_j) \oplus C_{t_{i+1}, L} \) and
\[
\|Q(y_i) - \tilde{x}_i\| < 3K\epsilon_{i+1} , \quad i \in \mathbb{N} . \tag{3.14}
\]

Also, if \( \|x_1\| < \epsilon_1 \), then set \( y_0 = 0 \), and if \( \|x_1\| \geq \epsilon_1 \), then choose \( y_0 \in (K + 1)B_Y \) such that \( y_0 \in \bigoplus_{j \in (0, t_1)} C_j \oplus C_{t_1, L} \subset G_1 \) and \( \|Q(y_0) - x_1\| < 3K(K + 1)\epsilon_1 \).

Set \( \tilde{x} = x_1 + \sum_{i=1}^{\infty} \alpha_i \tilde{x}_i \), and note that (this series converges and) by (3.7) and (3.8)
\[
\|x - \tilde{x}\| \leq \sum_{i=2}^{\infty} \epsilon_i < \frac{1}{4} . \tag{3.15}
\]

As a \( t_{\tilde{x}}\)-skipped block sequence of a blocking of \((F_i)\) (this follows from (3.13) and (3.8)), \((x, \tilde{x})\) is a basic sequence that \( 2C \)-dominates \((\epsilon_i) \). Since, by (3.14), \( \|\tilde{Q}(\tilde{y}_i) - \tilde{x}_i\| < 3K\epsilon_{i+1} < \delta_i \) for all \( i \in \mathbb{N} \), the sequence \((\tilde{Q}(\tilde{y}_i))\) is also a basic sequence equivalent to \((\tilde{x}_i)\) with projection constant at most \( 2K \). Furthermore, we have
\[
\inf_i \|\tilde{Q}(\tilde{y}_i)\| \geq \inf_i (\|\tilde{x}_i\| - \delta_i) > 6/7 , \quad \text{and thus, by Proposition 3.7 (c),}
\]
\[
\left\| \sum_{i=1}^{\infty} \alpha_i \tilde{Q}(\tilde{y}_i) \right\| \leq \left\| \sum_{i=1}^{\infty} \alpha_i \tilde{x}_i \right\| \leq 7K \left\| \sum_{i=1}^{\infty} \alpha_i \tilde{Q}(\tilde{y}_i) \right\| \quad \text{for all } (a_i) \in c_{00} . \tag{3.16}
\]

Thus \((\tilde{y}_i)\) is a basic sequence equivalent to \((\tilde{x}_i)\) and, in particular, \( \sum_{i=1}^{\infty} \alpha_i \tilde{y}_i \) converges. Putting \( \tilde{y} = \tilde{y}_0 + \sum_{i=1}^{\infty} \alpha_i \tilde{y}_i \) we have
\[
\|\tilde{Q}\tilde{y} - \tilde{x}\| \leq \|\tilde{Q}\tilde{y}_0 - x_1\| + \sum_{i=1}^{\infty} \alpha_i \|\tilde{Q}\tilde{y}_i - \tilde{x}_i\|
\leq 3K(K + 1) \sum_{i=1}^{\infty} \epsilon_i < 1/4 ,
\]
and hence, by (3.15), \( \|\tilde{Q}\tilde{y} - x\| < 1/2 \), so we have (3.11).

We now fix integers \( k \) and \( 0 = n_0 < n_1 < \cdots < n_k \). For any \( i \in \mathbb{N} \) we have \( P^G_{t_i}(\tilde{y}) = P^G_{t_i}(\tilde{y}_{i+1} + \tilde{y}_i) \). It follows that
\[
\left\| \sum_{s=1}^{k} \|P^G_{(n_s+1, n_s)}(\tilde{y}) \cdot v_s\|_V \right\|_V \leq \|\tilde{y}_0\| + \left\| \sum_{s=1}^{k} \sum_{i=n_{s-1}+1}^{n_s} \alpha_{i-1} \tilde{y}_{i-1} \cdot v_s \right\|_V
+ \left\| \sum_{s=1}^{k} \sum_{i=n_{s-1}+1}^{n_s} \alpha_i \tilde{y}_i \cdot v_s \right\|_V . \tag{3.17}
\]
We now show how to bound the third term of the right-hand side of the above inequality. A similar argument will give an estimate for the second term, and then (3.12) will follow with \( L = 142K^2C \).

For each \( s = 1, \ldots, k \) let \( \tilde{w}_s = \sum_{i=n_{s-1}+1}^{n_s} \alpha_i \tilde{y}_i \) and \( b_s = \sum_{i=n_{s-1}+1}^{n_s} \alpha_i \tilde{x}_i \). Note that by (3.13) and (3.8)

\[
\| P_{(t_{n_{s-1}+1}, t_{n_s+1})}^D (b_s) - b_s \| \leq \sum_{i=n_{s-1}+1}^{n_s} |\alpha_i| \cdot 2K \cdot \| P_{(t_i, t_{i+1})}^D \tilde{x}_i - \tilde{x}_i \| \quad (3.18)
\]

\[
< 2K(K+1) \sum_{i=n_{s-1}+1}^{n_s} \varepsilon_{i+1} < \delta_s^2 \quad (s = 1, \ldots, k).
\]

For \( s > k \) set \( n_s = n_k + (s - k) \). If \( s > k \) or \( \| b_s \| < \delta_s \), then we let \( \tilde{b}_s = \tilde{x}_{n_s} \) and \( \beta_s = 0 \). If \( s \leq k \) and \( \| b_s \| \geq \delta_s \), then we let \( \tilde{b}_s = \frac{b_s}{\| b_s \|} \) and \( \beta_s = \| b_s \| \).

It follows from (3.18) and (3.13) that \((\tilde{b}_s)\) is a \( 3 \)-skipped block sequence of some blocking of \((F_i)\), and hence it is a basic sequence that \( 2C \)-dominates \((v_i)\). From (3.14) and (3.16) we have

\[
\| \tilde{Q}(\tilde{w}_s) - b_s \| \leq \sum_{i=n_{s-1}+1}^{n_s} |\alpha_i| \| \tilde{Q}(\tilde{y}_i) - \tilde{x}_i \| \quad (3.19)
\]

\[
< 3K(K+1) \sum_{i=n_{s-1}+1}^{n_s} \varepsilon_{i+1} < \delta_s
\]

and

\[
\| \tilde{w}_s \| \leq 7K \| \tilde{Q}(\tilde{w}_s) \| \quad (s = 1, \ldots, k). \quad (3.20)
\]

Putting \( \gamma_s = \beta_s \) for \( s = 1, \ldots, k \) and \( \gamma_s = \alpha_{n_s} \) for \( s > k \), we obtain the following.

\[
\left\| \sum_{s=1}^{k} \int \tilde{w}_s \cdot v_s \right\| \leq 7K \sum_{s=1}^{k} \| \tilde{Q}(\tilde{w}_s) \| \cdot \| v_s \| \quad (3.20)
\]

\[
\leq 7K \sum_{s=1}^{k} \| b_s \| \cdot \| v_s \| + 7K \Delta \quad (3.19)
\]

\[
\leq 7K \sum_{s=1}^{\infty} \| \gamma_s v_s \| + 14K \Delta \quad (\text{as } \| v_s \| \text{ is 1-unconditional})
\]

\[
\leq 7K \cdot 2C \sum_{s=1}^{\infty} \| \gamma_s \tilde{y}_s \| + 14K \Delta \quad (\text{since } (\tilde{b}_s) \text{ 2C-dominates } (v_s))
\]

\[
\leq 14KC \sum_{i=1}^{\infty} \| \alpha_i \tilde{x}_i \| + 14KC \Delta + 14K \Delta \leq 14KC \cdot (K+3) + 14KC \Delta + 14K \Delta < 70K^2C,
\]

where the last line follows from (3.15) and from \( \| x_1 \| \leq K + 1 \). An almost identical calculation gives the same estimate for the second term in (3.17), and hence we obtain (3.12) with \( L = 142K^2C \). This completes the proof of part (b) of Theorem 3.1. \( \square \)
4. Asymptotic estimates

Throughout this section we assume that $U$ and $V$ are Banach spaces with normalized, 1-subsymmetric bases $(u_i)$ and $(v_i)$, respectively, i.e. $(u_i)$ and $(v_i)$ are 1-unconditional and 1-spread $(\| \sum a_i u_i \| = \| \sum a_i v_i \|$ whenever $(a_i) \in c_{00}$ and $n_1 < n_2 < \ldots$).

**Definition.** Let $Z$ be a Banach space with an FDD $(E_i)$, and let $C \geq 1$. We say that $(E_i)$ satisfies asymptotic $C$-$V$-lower estimates (in $Z$) if for all $n \in \mathbb{N}$ we have:

$$\left\| \sum_{i=1}^{n} x_i \right\| \geq C^{-1} \left\| \sum_{i=1}^{n} \| x_i \| v_i \right\|$$

whenever $(x_i)_{i=1}^{n}$ is a block sequence of $(E_i)_{i=n}^{\infty}$.

We say that $(E_i)$ satisfies asymptotic $C$-$U$-upper estimates (in $Z$) if for all $n \in \mathbb{N}$ we have:

$$\left\| \sum_{i=1}^{n} x_i \right\| \leq C \left( \sum_{i=1}^{n} \| x_i \| u_i \right)$$

whenever $(x_i)_{i=1}^{n}$ is a block sequence of $(E_i)_{i=n}^{\infty}$.

We say that $(E_i)$ satisfies asymptotic $C$-$\langle V, U \rangle$-estimates (in $Z$) if it satisfies asymptotic $C$-$V$-lower and asymptotic $C$-$U$-upper estimates in $Z$.

We say that $(E_i)$ satisfies asymptotic $V$-lower estimates, $U$-upper estimates or $\langle V, U \rangle$-estimates (in $Z$) if there is a $C \geq 1$ so that $(E_i)$ satisfies asymptotic $C$-$V$-lower estimates, $C$-$U$-upper estimates or $C$-$\langle V, U \rangle$-estimates in $Z$, respectively.

As before we also introduce the coordinate-free version of asymptotic lower and upper estimates, which can also be found (defined in more general situations) in [10] and [9].

**Definition.** We say that a reflexive space $X$ satisfies asymptotic $C$-$V$-lower tree estimates or asymptotic $C$-$U$-upper tree estimates if, for every $k$, every normalized weakly null tree of length $k$ in $X$ has a branch which $C$-dominates $(v_i)_{i=1}^{k}$ or is $C$-dominated by $(u_i)_{i=1}^{k}$, respectively. We say $X$ satisfies asymptotic $C$-$\langle V, U \rangle$-tree estimates if it satisfies asymptotic $C$-$V$-lower tree estimates and asymptotic $C$-$U$-upper tree estimates.

We will say that $X$ satisfies asymptotic $V$-lower tree, $U$-upper tree or $\langle V, U \rangle$-tree estimates if there is a $C \geq 1$ so that $X$ satisfies asymptotic $C$-$V$-lower tree, $C$-$U$-upper tree or $C$-$\langle V, U \rangle$-tree estimates, respectively.

The following dualities can be shown as in Propositions 1.3 and 1.4.

**Proposition 4.1.** Assume that $V$ is a space with a normalized, 1-subsymmetric basis $(v_i)$.

a) For a space $Z$ with an FDD $(E_i)$ the following statements are equivalent.

1) $(E_i)$ satisfies asymptotic $V$-lower estimates in $Z$.

2) $(E_i^*)$ satisfies asymptotic $V^{(*)}$-upper estimates in $Z^{(*)}$.

b) If $X$ is a reflexive space which satisfies asymptotic $C$-$V$-upper tree estimates for some $C \geq 1$, then, for any $\varepsilon > 0$, $X^*$ satisfies asymptotic $(2C + \varepsilon)$-$V^{(*)}$-lower tree estimates.
For a space $V$ with a normalized, 1-subsymmetric basis $(e_i)$ and for $0 < \gamma < 1$ we will introduce the Tsirelson space $T(V, \gamma)$ associated to $V$ and $\gamma$ as follows. It is the space defined as the completion of $c_{00}$ under the norm $\|\cdot\|_{T(V, \gamma)}$, where

$$\|x\|_{T(V, \gamma)} = \max_{\ell \in \mathbb{N}_0} \|x\|_{\ell, T(V, \gamma)}$$

for all $x \in c_{00}$,

and the norms $\|\cdot\|_{\ell, T(V, \gamma)}$, $\ell \in \mathbb{N}_0$, on $c_{00}$ are defined recursively as follows. For $x = (x_i) \in c_{00}$ we put

$$\|x\|_{0, T(V, \gamma)} = \|x\|_{\infty} = \max_{i \in \mathbb{N}} |x_i|$$

and, assuming $\|\cdot\|_{\ell, T(V, \gamma)}$ has been defined, we put

$$\|x\|_{\ell+1, T(V, \gamma)} = \|x\|_{\ell, T(V, \gamma)} \vee \sup_{n \geq 2, n \leq A_1 < A_2 < \cdots < A_n} \gamma \left[ \sum_{i=1}^n \|P_{A_i}(x)\|_{T(V, \gamma)} \cdot v_i \right]$$

where for $A, B \subset \mathbb{N}$ and $n \in \mathbb{N}$, $n \leq A$ means that $n \leq a$ for all $a \in A$, and $A < B$ means that $a < b$ for all $a \in A$ and $b \in B$. $P_A$, for $A \subset \mathbb{N}$, denotes the projection $\sum a_i e_i \mapsto \sum_{i \in A} a_i e_i$ on $c_{00}$.

As in the case of $V = \ell_1$, which yields the standard Tsirelson space (cf. [2]), it is easy to see that $\|\cdot\|_{T(V, \gamma)}$ satisfies the following implicit equation.

$$\|x\|_{T(V, \gamma)} = \|x\|_{\infty} \vee \sup_{n \geq 2, n \leq A_1 < A_2 < \cdots < A_n} \gamma \left[ \sum_{i=1}^n \|P_{A_i}(x)\|_{T(V, \gamma)} \cdot v_i \right]$$

(4.1)

whenever $x \in T(V, \gamma)$.

**Proposition 4.2.** Let $V$ be a Banach space with a normalized, 1-subsymmetric basis $(e_i)$. Let $X$ be a Banach space with a normalized basis $(e_i)$ satisfying asymptotic C-V-lower estimates for some $C \geq 1$, i.e.

$$\left\| \sum_{i=1}^n a_i e_i \right\| \geq C^{-1} \left\| \sum_{i=1}^n a_i e_i \right\|_V$$

(4.2)

whenever $n \in \mathbb{N}$, $(e_i)_{i=1}^\infty$ is a normalized block sequence of $(e_i)_{i=1}^\infty$ in $X$ and $(a_i)_{i=1}^\infty \subset \mathbb{R}$. Let $K$ be the projection constant of $(e_i)$ in $X$. Then $(e_i)$ $K$-dominates the unit vector basis $(t_i)$ of $T(V, \gamma)$ whenever $0 < \gamma < 1$ and $\gamma \leq (KC)^{-1}$.

**Proof.** There is an equivalent norm $\|\cdot\|$ on $X$ with respect to which $(e_i)$ is bimonotone and which satisfies $\|x\| \leq \|x\| \leq K \|x\|$ for all $x \in X$. In $\|\cdot\|$ the basis $(e_i)$ satisfies asymptotic $(KC)$-V-lower estimates. We can easily show by induction on $\ell \in \mathbb{N}_0$ that

$$\left\| \sum_{i=1}^n a_i e_i \right\| \geq \left\| \sum_{i=1}^n a_i t_i \right\|_{\ell, T(V, \gamma)}$$

whenever $(a_i) \in c_{00}$,

which proves the proposition. \(\square\)

**Proposition 4.3.** Let $V$ be a Banach space with a normalized, 1-subsymmetric basis $(e_i)$, and let $0 < \gamma < 1$.

a) The unit vector basis $(t_i)$ in $T(V, \gamma)$ is a normalized, 1-unconditional basis of $T(V, \gamma)$.

b) If $(v_i)$ is not equivalent to the unit vector basis of $c_0$ (i.e. $\|\sum_{i=1}^n v_i\| \to \infty$ as $n \to \infty$), then $T(V, \gamma)$ is reflexive.
c) \((t_i)\) is \(1\)-dominated by every normalized block sequence of \((t_i)\) and, in particular (as subsequences are normalized block sequences), \(T(V, \gamma)\) satisfies (SRS) with \(c = 1\).

d) If \(\gamma < 1/4\), then \(T(V, \gamma)\) satisfies (WLS) for any \(d < 1\).

Proof. (a) is trivial and (b) follows from the fact that \(T(V, \gamma)\) does not contain \(\ell_1\) or \(c_0\), which can be shown as in the case \(V = \ell_1\) (cf. \([2]\)) and from the theorem of James (cf. \([8]\)) that states that a space with an unconditional basis is reflexive if and only if it does not contain copies of \(c_0\) or \(\ell_1\).

For a normalized block sequence \((x_i)\) of \((t_i)\) it follows from (4.1) that

\[
\left\| \sum a_i x_i \right\| \geq \max_{n, n \leq k_0 < \cdots < k_n} \gamma \left\| \sum_{i=k_{j-1}}^{k_j-1} a_i x_i \cdot v_j \right\|_V
\]

whenever \((a_i) \in c_00\). Thus \((x_i)\) is a normalized, bimonotone basic sequence satisfying asymptotic \(C\)-\(V\)-lower estimates for \(C = \gamma^{-1}\), and hence (c) follows from Proposition 4.2.

Claim (d) follows from the following lemma.

**Lemma 4.4.** For \(m \in \mathbb{N}\), let \(S^m : c_00 \to c_00\) be the backward shift by \(m\) coordinates, i.e.

\[
S^m \left( \sum_{i=1}^{\infty} a_i e_i \right) = \sum_{i=1}^{\infty} a_{i+m} e_i \quad \text{for all} \quad (a_i) \in c_00.
\]

Assume that \(0 < \gamma < 1/4\) and that \(m < n \in \mathbb{N}\) satisfy

\[
\frac{m}{n-m} \cdot \frac{1}{1-4\gamma} < 1.
\]

Then for any \(x \in c_00\) with \(n \leq \min \text{supp}(x)\) we have

\[
\|S^m(x)\|_{T(V, \gamma)} \geq \left(1 - \frac{m}{n-m} \cdot \frac{1}{1-4\gamma}\right) \|x\|_{T(V, \gamma)}.
\]

Proof. Set \(\|\cdot\| = \|\cdot\|_{T(V, \gamma)}\) and \(\|\cdot\|_\ell = \|\cdot\|_{\ell, T(V, \gamma)}\) for \(\ell \in \mathbb{N}\). Fix \(m \in \mathbb{N}\). Given \(\ell, n \in \mathbb{N}\) with \(m < n\) and \(\frac{m}{n-m} \cdot \frac{1}{1-4\gamma} < 1\), we put

\[
\Delta(0, n) = 0 \quad \text{and} \quad \Delta(\ell, n) = \frac{m}{n-m} \sum_{i=0}^{\ell-1} (4\gamma)^i.
\]

We will show by induction on \(\ell \in \mathbb{N}_0\) that

\[
\|S^m(x)\|_\ell \geq (1 - \Delta(\ell, n)) \cdot \|x\|_\ell
\]

whenever \(x \in c_00\), \(m < n \leq \min \text{supp}(x)\) and \(\frac{m}{n-m} \cdot \frac{1}{1-4\gamma} < 1\). (4.3)

Clearly, (4.3) yields the lemma, and the inequality is trivially true for \(\ell = 0\). Assume that (4.3) is true for some \(\ell \in \mathbb{N}_0\). Fix \(n \in \mathbb{N}\) and \(x \in c_00\) such that \(m < n \leq \min \text{supp}(x)\), \(\frac{m}{n-m} \cdot \frac{1}{1-4\gamma} < 1\) and \(\|x\|_{\ell+1} = 1\).
If \( \|x\|_{\ell+1} = \|x\|_{\ell} \), then (4.3) follows for \( \ell + 1 \) from the induction hypothesis. Otherwise we can find \( k \in \mathbb{N} \), \( k \geq n \), and sets \( k \leq A_1 < A_2 < \cdots < A_k \) so that

\[
\|x\|_{\ell+1} = \gamma \left\| \sum_{i=1}^{k} \|P_{A_i}(x)\|_{\ell} \cdot v_i \right\|_V = 1
\]

with \( \|P_{A_i}(x)\|_{\ell} \leq 1 \) for \( i = 1, 2, \ldots, k \) (otherwise \( \|x\|_{\ell} \geq \|P_{A_i}(x)\|_{\ell} > 1 = \|x\|_{\ell+1} \)).

Let \( I \subset \{1, 2, \ldots, k\} \), \( \#I = k - m \), so that

\[
\left\| \sum_{i \in I} \|P_{A_i}(x)\|_{\ell} \cdot v_i \right\|_V = \max_{I \subset \{1, 2, \ldots, k\}, \#I = k-m} \left\| \sum_{i \in I} \|P_{A_i}(x)\|_{\ell} \cdot v_i \right\|_V.
\]

Then it follows that

\[
\gamma \left\| \sum_{i \in I} \|P_{A_i}(x)\|_{\ell} \cdot v_i \right\|_V \geq \frac{k-m}{k} \geq \frac{n-m}{n}.
\]

Indeed

\[
\left( \frac{k}{k-m} \right) \left\| \sum_{i \in I} \|P_{A_i}(x)\|_{\ell} \cdot v_i \right\|_V \geq \left\| \sum_{I \subset \{1, 2, \ldots, k\}, \#I = k-m} \sum_{i \in I} \|P_{A_i}(x)\|_{\ell} \cdot v_i \right\|_V = \frac{1}{\gamma} \left( \frac{k}{k-m} \right),
\]

and thus

\[
\gamma \left\| \sum_{i \in I} \|P_{A_i}(x)\|_{\ell} \cdot v_i \right\|_V \geq \left( \frac{k-1}{k-m-1} \right) / \left( \frac{k}{k-m} \right) = \frac{k-m}{k} \geq \frac{n-m}{n}.
\]

Put

\[
I_1 = \{i \in I : \#A_{i} \leq \min A_{i} - m\} \quad \text{and} \quad I_2 = I \setminus I_1 = \{i \in I : \#A_{i} > \min A_{i} - m\}.
\]

For \( i \in I_1 \) we have

\[
\|S^m(P_{A_i}(x))\|_{\ell} = \|P_{A_i}(x)\|_{\ell}.
\]

Let \( k' \leq k - m \) and \( i_1 < i_2 < \cdots < i_{k'} \) be such that \( I_2 = \{i_1, i_2, \ldots, i_{k'}\} \). We note that

\[
\min(A_{i_1}) \geq k \geq n,
\]

\[
\min(A_{i_2}) \geq \min(A_{i_1}) + \#A_{i_1} > 2 \cdot \min(A_{i_1}) - m \geq 2n - m,
\]

and more generally, by induction, for each \( s = \cdots, k' \) we have

\[
\min(A_{i_s}) \geq \min(A_{i_{s-1}}) + \#A_{i_{s-1}} > 2 \cdot \min(A_{i_{s-1}}) - m \geq 2 \cdot (2^{s-2}n - (2^{s-2} - 1)m) - m = 2^{s-1}n - (2^{s-1} - 1)m.
\]
We deduce that
\[
\|S^m(x)\|_{\ell+1} \\
\geq \gamma \left\| \sum_{i \in I} \|S^m(P_{A_i}(x))\|_{\ell} \cdot v_i \right\|_V \\
\text{(note that } \# I = k - m \leq \min A_1 - m) \\
\geq \gamma \left\| \sum_{i \in I} \|P_{A_i}(x)\|_{\ell} \cdot v_i + \sum_{s=1}^{k'} \left(1 - \Delta(\ell, 2^{s-1}n - (2^{s-1} - 1)m)\right)\|P_{A_{1,s}}(x)\|_{\ell} \cdot v_{1,s} \right\|_V \\
\text{(by the induction hypothesis and since } (v_i) \text{ is 1-unconditional)} \\
\geq \gamma \left\| \sum_{i \in I} \|P_{A_i}(x)\|_{\ell} \cdot v_i \right\|_V - \gamma \sum_{s=1}^{k'} \Delta(\ell, 2^{s-1}n - (2^{s-1} - 1)m) \\
\text{(since } \|P_{A_i}(x)\|_{\ell} \leq 1 \text{ for } i = 1, 2, \ldots, k) \\
\geq \frac{n - m}{n} - \gamma \sum_{s=1}^{k'} \sum_{t=0}^{\ell-1} (4\gamma)^t \frac{m}{2^{s-1}(n - m)} \\
= 1 - \frac{m}{n} - \gamma \sum_{s=1}^{k'} \sum_{t=0}^{\ell-1} (4\gamma)^t \frac{m}{2^{s-1}(n - m)} - 1 - \Delta(\ell + 1, n), \\
\text{which finishes the proof of our induction step.}
\]

**Proposition 4.5.** Let $V$ be a space with a normalized and $1$-subsymmetric basis $(v_i)$. For a separable and reflexive Banach space $X$ the following are equivalent.

a) $X$ satisfies asymptotic $V$-lower tree estimates.

b) There exists $\gamma \in (0, 1)$ such that $X$ satisfies $T(V, \gamma)$-lower tree estimates.

**Proof.** Using a result of Zippin [15] we can assume that $X$ is (isometrically) a subspace of a reflexive space $Z$ with an FDD $(E_i)$.

“(a)⇒(b)” Let $C \geq 1$ so that $X$ satisfies asymptotic $C$-$V$-lower tree estimates. We will show that $X$ satisfies $T(V, \gamma)$-lower tree estimates whenever $0 < \gamma \leq (6C)^{-1}$.

For $k \in \mathbb{N}$ set
\[
\mathcal{A}^{(k)} = \left\{ (x_i) \in S^k_X : \left\| \sum_{i=1}^{k} a_i v_i \right\|_V \leq C \left\| \sum_{i=1}^{k} a_i x_i \right\|_X \text{ for all } (a_i)_{i=1}^{k} \subset \mathbb{R} \right\}.
\]

Let $\varepsilon > 0$ be small enough so that for all $k \in \mathbb{N}$
\[
\overline{A}_{\varepsilon}^{(k)} \subset \left\{ (x_i) \in S^k_X : \left\| \sum_{i=1}^{k} a_i v_i \right\|_V \leq 2C \left\| \sum_{i=1}^{k} a_i x_i \right\|_X \text{ for all } (a_i)_{i=1}^{k} \subset \mathbb{R} \right\}.
\]

We let $(E_i^{(0)}) = (E_i)$ and apply Proposition 1.6 to $\mathcal{A}^{(k)}$ successively for each $k \in \mathbb{N}$ to obtain decreasing null sequences $\delta^{(k)} = (\delta^{(k)}_i) \subset (0, 1)$ and blockings $(E_i^{(k)})$ of $(E_i^{(k-1)})$ so that if $(x_i) \subset S^k_X$ is a $\delta^{(k)}$-skipped block sequence of $(E_i^{(k)})$, then $(x_i)$ lies in $\mathcal{A}_{\varepsilon}^{(k)}$. 

Let \((G_i)\) be a blocking of \((E_i)\) such that \(\{G_i\}_{i=k}^{\infty}\) is a blocking of \(\{E_i^{(k)}\}_{i=k}^{\infty}\) for all \(k \in \mathbb{N}\). Then choose \(\delta = (\delta_i) \subset (0,1), \delta_i \uparrow 0\), such that if \((x_i) \subset S_X\) is a \(\delta\)-skipped block sequence of \((G_i)\), then for any \(k \in \mathbb{N}\) any normalized block sequence \((z_i)_{i=1}^{\infty}\) of \((x_i)_{i=k}^{\infty}\) is a \(\delta^{(k)}\)-skipped block sequence of \((E_i^{(k)})\). It follows that any normalized, weak null tree in \(X\) admits a branch that is a basic sequence with projection constant at most 3 satisfying asymptotic \((2C)\)-\(V\)-lower estimates, and hence, by Proposition 4.2, it 3-dominates the unit vector basis \((t_i)\) of \(T(V, \gamma)\) for \(\gamma \leq (6C)^{-1}\). Thus \(b)\) follows.

“(b)\(\Rightarrow\)(a)” This follows from Proposition 1.1 and the fact that, by (4.1), \((t_i)_{i=1}^{2k-1}\) \(C\)-dominates \((v_i)_{i=1}^{k}\) with \(C = \gamma^{-1}\), where \((t_i)\) is the unit vector basis of \(T(V, \gamma)\).

We are now ready to state the main results of this section.

**Theorem 4.6.** Assume that \(V\) is a space with a normalized and 1-subsymmetric basis \((v_i)\) and that \(X\) is a separable, reflexive space with asymptotic \(V\)-lower tree estimates. Then \(X\) can be embedded in a reflexive space \(Z\) with an FDD satisfying asymptotic \(V\)-lower estimates, and \(X\) is isomorphic to a quotient of a reflexive space \(Y\) with an FDD satisfying asymptotic \(V\)-lower estimates.

**Proof.** If \((v_i)\) is equivalent to the unit vector basis of \(c_0\), then we simply use the theorem of Zippin [15] to embed \(X\) and \(X^*\) into reflexive spaces \(Z\) and \(Y^*\), respectively, with FDDs. The result then follows, since any FDD satisfies (asymptotic) \(c_0\)-lower estimates.

Assume now that \((v_i)\) is not equivalent to the unit vector basis of \(c_0\). By Proposition 4.5 \(X\) satisfies \(T(V, \gamma)\)-lower tree estimates for some \(\gamma \in (0,1)\). We may clearly assume that \(\gamma < 1/4\), and then, by Proposition 4.3, \(T(V, \gamma)\) is a reflexive space whose unit vector basis \((t_i)\) is a normalized and 1-unconditional basis satisfying (SRS) and (WLS) and dominated by its normalized block sequences. Hence, by Corollary 3.2, \(X\) embeds into a reflexive space \(Z\) with an FDD satisfying \(T(V, \gamma)\)-lower estimates, and \(X\) is isomorphic to a quotient of a reflexive space \(Y\) with an FDD satisfying \(T(V, \gamma)\)-lower estimates. It is clear (e.g. from (4.1)) that the FDDs of \(Z\) and \(Y\) satisfy asymptotic \(V\)-lower estimates.

**Theorem 4.7.** Let \(V\) and \(U\) be Banach spaces with normalized, 1-subsymmetric bases \((v_i)\) and \((u_i)\), respectively. Assume that, for any \(\gamma \in (0,1/4)\), every normalized block sequence of the unit vector basis of \(T(U^{(*)}, \gamma)\) dominates every normalized block sequence of the unit vector basis of \(T(V, \gamma)\). For a separable and reflexive Banach space \(X\) the following are equivalent.

a) \(X\) satisfies asymptotic \((V, U)\)-tree estimates.

b) \(X\) can be embedded in a reflexive space \(Z\) with an FDD \((E_i)\) satisfying asymptotic \((V, U)\)-estimates.

c) \(X\) is the quotient of a reflexive space \(Z\) with an FDD \((E_i)\) satisfying asymptotic \((V, U)\)-estimates.

d) \(X^*\) satisfies asymptotic \((U^{(*)}, V^{(*)})\)-tree estimates.

**Remark.** The conditions of the theorem are satisfied by certain pairs of \(\ell_p\) spaces. This will be spelt out in Corollary 4.8 below. Note that \(T(c_0, \gamma)\) is just the space \(c_0\) for any \(\gamma \in (0,1)\). So if one of the bases \((v_i)\) and \((u_i)\) of \(V\) and \(U^{(*)}\),
respectively, are equivalent to the unit vector basis of $c_0$, then the assumptions on the spaces $T(V, \gamma)$ and $(T(U^{(u)}), \gamma)^*$ are automatically satisfied. In this case the theorem is really a statement about one-sided estimates since every reflexive space satisfies $(c_0, \ell_1)$-tree estimates, and any FDD satisfies $(c_0, \ell_1)$-estimates.

Proof. First note that the implication “(b)$\Rightarrow$(a)” is clear and, by Proposition 4.1 (a), that the implication “(c)$\Rightarrow$(d)” is just another instance of “(b)$\Rightarrow$(a)”. Also, the implications “(a)$\Rightarrow$(d)” and “(d)$\Rightarrow$(a)” are equivalent since the pair $(U^{(u)}, V^{(u)})$ satisfies the same assumptions as the pair $(V, U)$. Thus we will have completed the proof once we show how to deduce (b) and (c) from (a).

The assumption that (a) holds splits into the following two conditions by Proposition 4.1 (b): $X$ satisfies asymptotic $V$-lower tree estimates, and $X^*$ satisfies asymptotic $U^{(u)}$-lower tree estimates. If $(u^*_i)$ is equivalent to the unit vector basis of $c_0$, then the second condition is redundant (cf. the remark preceding this proof), and (b) and (c) follow from an application of Theorem 4.6 to the pair $(V, X)$. Similarly, if $(v_i)$ is equivalent to the unit vector basis of $c_0$, then the first condition is redundant, and (b) and (c) follow from an application of Theorem 4.6 to the pair $(U^{(u)}, X^*)$ followed by an application of Theorem 4.1 (a). In general, by Proposition 4.5, it follows from the two conditions that, for some $\gamma \in (0, 1/4)$, $X$ satisfies $T(V, \gamma)$-lower tree estimates, and $X^*$ satisfies $T(U^{(u)}, \gamma)$-lower tree estimates.

We now continue the proof under the assumption that neither $(v_i)$ nor $(u^*_i)$ is equivalent to the unit vector basis of $c_0$. Then it follows from Proposition 4.3 that $T(V, \gamma)$ and $T(U^{(u)}, \gamma)$ are reflexive spaces each having a normalized, 1-unconditional basis satisfying $(SRS)$ and $(WLS)$ and dominated by all its normalized block sequences. Thus we are in the situation of Corollary 3.3, two applications of which give that $X$ satisfies $(T(V, \gamma), T(U^{(u)}, \gamma)^*)$-tree estimates, and $X^*$ satisfies $(T(U^{(u)}, \gamma), T(V, \gamma)^*)$-tree estimates.

We now complete the proof by applying Theorem 3.4 first to $(T(V, \gamma), T(U^{(u)}, \gamma)^*)$ and $X$ to deduce (b) and then to $(T(U^{(u)}, \gamma), T(V, \gamma)^*)$ and $X^*$ to obtain (c) (the second application of Theorem 3.4 is followed by an application of Proposition 4.1 (a)). Note that we are assuming that every normalized block sequence of the unit vector basis of $(T(U^{(u)}, \gamma)^*)$ dominates every normalized block sequence of the unit vector basis of $T(V, \gamma)$ (which then implies the same for the spaces $T(V, \gamma)^*$ and $(T(U^{(u)}, \gamma))$, so the conditions of Theorem 3.4 are indeed satisfied.

Let $0 < \gamma < 1$ and $1 \leq p < \infty$. We shall write $T_{p, \gamma}$ for the Tsirelson space $T(\ell_p, \gamma)$ associated to $\ell_p$ and $\gamma$.

Corollary 4.8. Let $1 \leq q \leq p \leq \infty$, and let $\frac{1}{p} + \frac{1}{p'} = 1$ and $\frac{1}{q} + \frac{1}{q'} = 1$. For a separable and reflexive Banach space $X$ the following are equivalent.

a) $X$ satisfies asymptotic $(\ell_p, \ell_q)$-tree estimates.

b) $X$ can be embedded in a reflexive space $Z$ with an FDD $(E_i)$ satisfying asymptotic $(\ell_p, \ell_q)$-estimates.

c) $X$ is the quotient of a reflexive space $Z$ with an FDD $(E_i)$ satisfying asymptotic $(\ell_p, \ell_q)$-estimates.

d) $X^*$ satisfies asymptotic $(\ell_{q'}, \ell_{p'})$-tree estimates.
Theorem 4.7 holds for $V = \ell_p$ and $U = \ell_q$. By the remark following Theorem 4.7 these conditions are automatically satisfied if $p = \infty$ or $q = 1$. Let us now assume that $1 < q < p < \infty$.

Since $T_{p,\gamma}$ is the $p$-convexification of $T_{1,\gamma}$ (see [2]), the unit vector basis of $T_{p,\gamma}$ is 1-dominated by the unit vector basis of $\ell_p$, and hence the unit vector basis of $(T_{p,\gamma})^*$ 1-dominates the unit vector basis of $\ell_p'$. From this one can easily deduce that every normalized block sequence of the unit vector basis of $(T_{q',\gamma})^*$ 1-dominates every normalized block sequence of the unit vector basis of $T_{p,\gamma}$.

A special case of Corollary 4.8 solves Problem 5.4 raised in [11].

Corollary 4.9. Let $X$ be a reflexive asymptotic $\ell_p$ space (meaning that $X$ satisfies asymptotic $(\ell_p, \ell_p)$-tree estimates for some $p$ with $1 \leq p \leq \infty$. Then $X$ can be embedded into a reflexive space with an asymptotic $\ell_p$ FDD, and $X$ is the quotient of a reflexive space with an asymptotic $\ell_p$ FDD.

We conclude by addressing the universality question for the class of separable, reflexive, asymptotic $\ell_p$ spaces. More generally we consider the class $A_{p,q}(C)$, $1 < q \leq p < \infty$, $C < \infty$, of all separable, reflexive spaces with asymptotic $C$-$(\ell_p, \ell_q)$-tree estimates. Let us define

$$A_{p,q} = \bigcup_{C \in [1, \infty)} A_{p,q}(C).$$

Theorem 4.10. Let $1 < q \leq p < \infty$ and $C \in [1, \infty)$. There exists $Z \in A_{p,q}$ which is universal for $A_{p,q}(C)$, i.e. every $X \in A_{p,q}(C)$ embeds into $Z$. Moreover, $Z$ has an FDD satisfying asymptotic $(\ell_p, \ell_q)$-estimates.

Proof. By a result of Schechtman [14] there exists a space $W$ with a bimonotone FDD $E = (E_i)$ with the property that any bimonotone FDD is naturally almost isometric to a subsequence $\oplus_{i=1}^\infty E_{n_i}$ which is 1-complemented in $W$. More precisely, given a Banach space $X$ with a bimonotone FDD $(F_i)$ and $\varepsilon > 0$, there is a subsequence $(E_{n_i})$ of $(E_i)$ and an isomorphism $T: X \to W$ such that $T(F_i) = E_{n_i}$ for all $i \in \mathbb{N}$, $\|T\| \cdot \|T^{-1}\| < \varepsilon$, and the projection $\sum_{i=1}^\infty p_{E_{n_i}}$ of $W$ onto $\oplus_{i=1}^\infty E_{n_i}$ has norm 1. Let $X \in A_{p,q}(C)$. It follows from the proof of Theorem 4.7 and from the estimate in the proof of Proposition 4.5 that $X$ embeds into a reflexive space $\tilde{X}$ with an FDD that satisfies $(T_{p,\gamma}, T_{q',\gamma})$-estimates with $\gamma = (18C)^{-1}$.

We shall now modify the norm on $\tilde{W}$ in two stages ending up with a reflexive space $Z$ and a blocking $H = (H_i)$ of $E$ such that $H$ is a bimonotone FDD for $Z$. Furthermore, $H$ will satisfy $(T_{p,\gamma}, T_{q',\gamma})$-estimates in $Z$, and hence it will also satisfy asymptotic $(\ell_p, \ell_q)$-estimates in $Z$. Finally, any space $\tilde{X}$ as above will embed complementably into $Z$.

We first consider the space $(W^{(\ast)})_{T_{p,\gamma}} (E^{\ast})$. By Corollary 2.2 the sequence $(E_i^{\ast})$ is a boundedly complete (and bimonotone) FDD for this space. It follows that $(E_i^{\ast})$ is a bimonotone, shrinking FDD for a space $Y$ with $Y^{\ast} = (W^{(\ast)})_{T_{p,\gamma}} (E^{\ast})$. By Lemma 2.5 every normalized block tree of $(E_i^{\ast})$ in $Y^{\ast}$ has a branch which dominates
the unit vector basis of $T_{q',\gamma}$. In fact the proof of Lemma 2.5 easily gives a blocking $(F_i^*)$ of $(E_i^*)$ such that every normalized skipped block sequence of $(F_i^*)$ dominates the unit vector basis of $T_{q',\gamma}$ with a uniform constant. Then it follows from the proof of Proposition 1.5 that there is a further blocking $(G_i^*)$ of $(F_i^*)$ that satisfies $T_{q',\gamma}$-lower estimates in $Y^*$.

We now let $Z = Y_{T_{p',\gamma}}(G)$. By Corollary 2.4 $Z$ is reflexive. By the same argument as above there exists a blocking $H = (H_i)$ of $G$ which satisfies $T_{p,\gamma}$-lower estimates in $Z$. By duality and by Lemma 2.6 the FDD $H$ satisfies $(T_{p,\gamma},T^*_{q,\gamma})$-estimates in $Z$. Thus $Z \in \mathcal{A}_{p,q}$ as required.

It remains to show that $Z$ is universal for $\mathcal{A}_{p,q}(C)$. For this it is sufficient to observe that if the FDD $(E_{n_i})$ of the subspace $X = \oplus_{i=1}^{\infty} E_{n_i}$ of $W$ satisfies $(T_{p,\gamma},T^*_{q,\gamma})$-estimates and is complemented in $W$ via the projection $\sum_{i=1}^{\infty} P_{E}$, then $X$ is naturally isomorphic to the corresponding subspace $\oplus_{i=1}^{\infty} E_{n_i}$ of $Z$ (and remains complemented in $Z$ via the corresponding projection).

\[\square\]

**Remark.** It is clear that the above theorem cannot hold when $q = 1$ and $p = \infty$. How about $1 = q < p < \infty$ or $1 < q \leq p = \infty$? Presumably the answer is still no using Tsirelson type spaces like $T(S_{\infty},\theta)$ and their duals.

There is a version of the above theorem in the more general setting of Theorem 4.7. Let $V$ and $U$ be Banach spaces with normalized, 1-subsymmetric bases $(v_i)$ and $(u_i)$, respectively. For $C \in [1,\infty)$ let $\mathcal{A}_{V,U}(C)$ denote the class of all separable, reflexive Banach spaces that satisfy asymptotic $C$-$(V,U)$-estimates. Set

$$\mathcal{A}_{V,U} = \bigcup_{C \in [1,\infty)} \mathcal{A}_{V,U}(C).$$

The proof of the following result is similar to that of Theorem 4.10 and will be omitted.

**Theorem 4.11.** Let $V$ and $U$ be Banach spaces with normalized, 1-subsymmetric bases $(v_i)$ and $(u_i)$, respectively. Assume that, for any $\gamma \in (0,1/4)$, every normalized block sequence of the unit vector basis of $(T(U^\gamma),\gamma)^\dagger$ dominates every normalized block sequence of the unit vector basis of $T(V,\gamma)$. Furthermore, assume that the bases $(v_i)$ and $(u_i^\prime)$ are not equivalent to the unit vector basis of $c_0$. Then for every $C \in [1,\infty)$ there exists a space $Z \in \mathcal{A}_{V,U}$ which is universal for the class $\mathcal{A}_{V,U}(C)$. Moreover, $Z$ has an FDD satisfying asymptotic $(V,U)$-estimates.

Note that the proof of Theorem 4.10 yields the existence of a universal space for the class of separable, reflexive spaces satisfying $(T_{p,\gamma},T^*_{q,\gamma})$-tree estimates. This observation leads to yet another generalization this time in the setting of Theorem 3.4.

Let $V$ and $U$ be reflexive Banach spaces with normalized, 1-unconditional bases $(v_i)$ and $(u_i)$, respectively, satisfying the hypotheses of Theorem 3.4. Let $\mathcal{D}_{V,U}$ denote the class of all separable, reflexive Banach spaces that satisfy $(V,U)$-tree estimates.

**Theorem 4.12.** There exists a space $Z \in \mathcal{D}_{V,U}$ which is universal for the class $\mathcal{D}_{V,U}$. Moreover, $Z$ has an FDD satisfying $(V,U)$-estimates.
References


E. Odell
Department of Mathematics,
The University of Texas,
1 University Station C1200,
Austin, TX 78712, USA
odell@math.utexas.edu

Th. Schlumprecht
Department of Mathematics,
Texas A&M University,
College Station, TX 78712
schlump@math.tamu.edu

A. Zsák
Fitzwilliam College,
Cambridge, CB3 0DG, England
a.zsak@dpmms.cam.ac.uk