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Abstract. We call the polynomial Pn−1(x) =
∑n

j=1
ajz

n−j a Barker polynomial of degree

n− 1 if each aj ∈ {−1, 1} and

Tn(z) = Pn−1(z)Pn−1(1/z) = n+

n−1∑

k=1

ck(z
k + z−k) , |ck| ≤ 1 .

Properties of Barker polynomials were studied by Turyn and Storer thoroughly in the early
sixties, and by Saffari in the late eighties. In the last few years P. Borwein and his collaborators

revived interest in the study of Barker polynomials (Barker codes, Barker sequences). In this

paper we give a new proof of the fact that there is no Barker polynomial of even degree
greater than 12, and hence Barker sequences of odd length greater than 13 do not exist. This

is intimately tied to irreducibility questions and proved as a consequence of the following new

result.

Theorem. If n := 2m+ 1 > 13 and

Q4m(z) = (2m+ 1)z2m +
2m∑

j=1

bj(z
2m−j + z2m+j)

where each bj ∈ {−1, 0, 1} for even values of j, each bj is an integer divisible by 4 for odd

values of j, then there is no polynomial P2m ∈ L2m such that Q4m(z) = P2m(z)P ∗

2m(z),

where

P ∗

2m(z) := z2mP2m(1/z) ,

and L2m denotes the collection of all polynomials of degree 2m with each of their coefficients

in {−1, 1}.

A clever usage of Newton’s identities plays a central role in our elegant proof.

Following the pioneering work of Turyn and Storer [TS-61], Turyn [T-63], [T-65], and
Saffari [S-90], in the last few years P. Borwein and his collaborators revived interest in
the study of Barker polynomials (Barker codes, Barker sequences). See [B-02], [BCJ-12],
[BM-08], [H-09], [M-09], and [E-11], for example.
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Following the paper of Turyn and Storer [TS-61] we call the polynomial

Pn−1(x) =

n∑

j=1

ajz
n−j = a1z

n−1 + a2z
n−2 + · · ·+ an−1z + an , aj ∈ {−1, 1} ,

a Barker polynomial of degree n− 1 if

Tn(z) = Pn−1(z)Pn−1(1/z) = n+

n−1∑

k=1

ck(z
k + z−k) , |ck| ≤ 1 .

Let c0 := n. Since

ck =
n−k∑

j=1

ajaj+k , k = 0, 1, . . . n− 1 ,

and each term ajaj+k is in {−1, 1}, it follows that

(1)

n−k∏

j=1

(ajaj+k) = (−1)(n−k−ck)/2 , k = 0, 1, . . . , n− 1 .

Multiplying two consecutive equations of the above form gives

ak+1an−k = (−1)n−k−(1+ck+ck+1)/2 , k = 0, 1, . . . , n− 1 .

Observe that

ck + cn−k =
n∑

j=1

ajaj+k , k = 1, 2, . . . , n− 1 ,

where the second index j + k is taken modulo n. Then (1) yields

n∏

j=1

(ajaj+k) = 1 = (−1)(n−ck−cn−k)/2 , k = 0, 1, . . . , n− 1 ,

hence ck + cn−k = n (mod 4).
Now assume that n = 2m+ 1 is odd,

|ck| ≤ 1 , k = 2, 4, . . . , 2m = n− 1 ,

and each ck is an integer divisible by 4 whenever k = 1, 3, . . . , 2m − 1 = n − 2. Observe
that ck + cn−k = n (mod 4) implies

c2j−1 = 0 (mod 4) and c2j = (−1)m , j = 1, 2, . . . , m .

The formula for ak+1an−k becomes

(2) ak+1an−k = (−1)m+k , k = 0, 1, . . . , n− 1 .
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Hence

c2j =

n−2j∑

i=1

aiai+2j

can be rewritten as

(−1)m =

n−2j∑

i=1

aian+1−i−2j(−1)m+i+1 , j = 1, 2, . . . m.

Now let n− 2j = 2k + 1, k = 0, 1, . . . , m− 1. Then

1 =
2k+1∑

i=1

aia2k+2−i(−1)i+1

=2

k∑

i=1

aia2k+2−i(−1)i+1 + a2k+1(−1)k+2 , k = 0, 1, . . . , m− 1 .

Hence

(3)
1 + (−1)k+1

2
=

k∑

i=1

aia2k+2−i(−1)i+1 , k = 0, 1, . . . , m− 1 .

From this we can easily deduce

k∏

i=1

(aia2k+2−i) = 1 ,

and hence
2k+1∏

i=1

ai = ak+1 , k = 0, 1, . . . , m− 1 .

Multiplying two consecutive equations of the above form gives

(4) akak+1 = a2ka2k+1, k = 1, 2, . . . , m− 1 .

Let Ln be the collection of all polynomials of degree n with each of their coefficients in
{−1, 1}.

Theorem 1. If n := 2m+ 1 > 13 and

Q4m(z) = (2m+ 1)z2m +

2m∑

j=1

bj(z
2m−j + z2m+j)
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where each bj ∈ {−1, 0, 1} for even values of j, each bj is an integer divisible by 4 for odd

values of j, then there is no polynomial P2m ∈ L2m such that Q4m(z) = P2m(z)P ∗

2m(z),
where

P ∗

2m(z) := z2mP2m(1/z) .

Observe that if Q4m(z) satisfies the conditions of the theorem and there is a polynomial
P2m ∈ L2m such that Q4m(z) = P2m(z)P ∗

2m(z), where

P ∗

2m(z) := z2mP2m(1/z) ,

then the introductory remarks imply that

Q4m(z) = P2m(z)P ∗

2m(z) = (−1)mP2m(z)P2m(−z) ,

that is the polynomial Q4m is even, hence, in fact, we have that bj = 0 for each odd values
of j. Moreover

bj = (−1)m , j = 2, 4, . . . , 2m.

Therefore to prove Theorem 1 it is sufficient to prove only the following much less general
looking result.

Theorem 2. Suppose n := 2m+ 1 > 13 and

Q4m(z) = (2m+ 1)z2m + (−1)m
m∑

j=1

(z2m−2j + z2m+2j) .

There is no polynomial P2m ∈ L2m such that Q4m(z) = P2m(z)P ∗

2m(z), where

P ∗

2m(z) := z2mP2m(1/z) .

As a consequence, Barker polynomials P2m of degree greater than 12 do not exist.

Before presenting the proof of Theorem 2 we need to introduce some notation and to
prove two lemmas.

Suppose P2m ∈ L2m is of the form

P2m(z) =

2m+1∑

j=1

ajz
2m+1−j , aj ∈ {−1, 1} , j = 1, 2, . . . , 2m+ 1 ,

and assume that
Q4m(z) = P2m(z)P ∗

2m(z) .

Note that (2) implies that P ∗

2m(z) = (−1)mP2m(−z). Without loss of generality we may
assume that a1 = 1. We introduce the coefficients cj of Q4m by

Q4m(z) =

4m+1∑

j=1

c4m+2−jz
j−1 ,
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that is, c2m+1 = 2m+ 1 and

c1 = c3 = · · · = c2m−1 = c2m+3 = c2m+5 = · · · = c4m+1 = (−1)m .

Let

P2m(z) =

2m∏

j=1

(z − αj) , αj ∈ C .

Then

P2m(−z) =

2m∏

j=1

(z + αj) , αj ∈ C ,

and

Q4m(z) = (−1)m
2m∏

j=1

(z − αj)(z + αj) , αj ∈ C .

Associated with a nonnegative integer µ let

Sµ = Sµ(Q4m) :=
2m∑

j=1

αµ
j + (−αj)

µ ,

and

sµ = sµ(P2m) :=

2m∑

j=1

αµ
j .

Observe that Sµ = 0 when µ is odd. Newton’s identities (see page 5 in [BE-95], for
instance) give

c1Sµ + c2Sµ−1 + · · ·+ cµS1 + µcµ+1 = 0 , µ = 1, 2, . . . , 4m,

that is,
Sµ + Sµ−2 + Sµ−4 + · · ·+ S2 = −µ , µ = 2, 4, . . . , 2m− 2 .

We conclude that
S2 = S4 = S6 = · · · = S2m−2 = −2 ,

and since 2s2k = S2k, we have

s2k = −1 , k = 1, 2, . . . , m− 1 .

Let
a1 = a2 = · · · = ap = 1, ap+1 = −1 .

Then (4) implies that p is odd and, considering P ∗

2m rather than P2m if necessary, without
loss of generality we may assume that p ≥ 3.
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Lemma 1. Suppose µ ≤ n and

sj = −1 (mod p) , j = 1, 2, . . . , µ− 1 .

Then

aup+1 = aup+2 = · · · = aup+r ,

whenever 1 ≤ up+ r ≤ µ, r = 1, 2, . . . , p.

Proof of Lemma 1. We prove the lemma by induction on µ. The statement is obviously
true for µ = 1. Assume that the statement is true for µ. We may assume that µ 6= up+1,
otherwise there is nothing to prove in the inductive step. The inductive step follows from
the Newton’s identity

µ∑

j=1

ajsµ+1−j + µaµ+1 = 0 ,

which, together with the inductive assumption and the assumption

sj = −1 (mod p) , j = 1, 2, . . . , µ ,

yields

µ∑

j=1

ajsµ+1−j + µaµ+1 = −

µ∑

j=1

aj + µaµ+1 = −µaµ + µaµ+1 (mod p) .

We conclude that
aµ = aµ+1 (mod p) ,

and hence the lemma is true for µ+ 1. �

Lemma 2. We have sµ = −1 (mod p) for all µ = 1, 2, . . . , 2m− 1− p.

Proof of Lemma 2. We prove the lemma by induction on µ. Assume that the lemma is
true up to an even µ and we prove it for µ+ 1 ≤ 2m− 1− p. Note that we already know
that the lemma is true for even values of µ ≤ 2m− 1− p. Newton’s identities give

(5)

µ+p∑

j=1

ajsµ+p+1−j + (µ+ p)aµ+p+1 = 0

and

(6)

µ+p+1∑

j=1

ajsµ+p+2−j + (µ+ p+ 1)aµ+p+2 = 0 .

Taking the difference of (6) and (5), we obtain

p∑

j=1

aj(sµ+p+2−j − sµ+p+1−j) +

µ+p∑

j=p+1

aj(sµ+p+2−j − sµ+p+1−j) + aµ+p+1s1

+(µ+ p+ 1)aµ+p+2 − (µ+ p)aµ+p+1 = 0 .

(7)
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By the inductive hypothesis we have

(8)

µ+p∑

j=p+2

aj(sµ+p+2−j − sµ+p+1−j) = 0 (mod p) .

Also, one of the Newton’s identities gives a1s1 + a2 = 0, hence s1 = −1.
Case 1. Suppose that µ + 1 ≤ 2m − 1 − p and µ 6= vp − 1. Then (4) together with the
inductive hypothesis and Lemma 1 yields that

aµ+p+1aµ+p+2 = a(µ+p+1)/2a(µ+p+1)/2+1 = 1 .

Combining this with (7),(8), s1 = −1, and ap+1 = −1, we obtain

(9) sµ+p+1 − sµ+1 − sµ+1 − (−1)sµ − aµ+p+1 + aµ+p+1 = 0 (mod p) .

Now a crucial observation is that

(10) sµ+p+1 = sµ = −1 ,

as µ and µ+ p+ 1 ≤ 2m− 2 are even. Together with (9) this implies

−1− 2sµ+1 − 1 = 0 (mod p) ,

and hence sµ+1 = −1 (mod p). This is the statement of the lemma for µ+ 1.
Case 2. Suppose that µ+ 1 ≤ 2m− 1− p and µ = vp− 1. Then s1 = −1 gives

aµ+p+1s1 + (µ+ p+ 1)aµ+p+2 − (µ+ p)aµ+p+1 = 0 (mod p) .

Combining this with (7),(8), and ap+1 = −1, we obtain

(11) sµ+p+1 − sµ+1 − sµ+1 − (−1)sµ = 0 (mod p) .

Observe that (10) is valid in this case as well, hence it follows from (11) that

−1− 2sµ+1 − 1 = 0 (mod p) ,

and hence sµ+1 = −1 (mod p). This is the statement of the lemma for µ+ 1. �

Lemmas 1 and 2 imply the following.

Lemma 3. We have

aup+1 = aup+2 = · · · = aup+r

whenever 1 ≤ up+ r ≤ n− p− 1, r = 1, 2, . . . , p.

Now we are ready to prove Theorem 2.
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Proof of Theorem 2. Suppose P2m ∈ L2m is of the form

P2m(z) =
2m+1∑

j=1

ajz
2m+1−j , aj ∈ {−1, 1} , j = 1, 2, . . . , 2m+ 1 ,

and assume that
Q4m(z) = P2m(z)P ∗

2m(z) .

As we have observed before, (2) implies that P ∗

2m(z) = (−1)mP2m(−z), and without loss
of generality we may assume that a1 = 1. As in Lemmas 1, 2, and 3, let

a1 = a2 = · · · = ap = 1, ap+1 = −1 .

Then (4) implies that p is odd and, considering P ∗

2m rather than P2m if necessary, without
loss of generality we may assume that p ≥ 3. Let

n = 2m+ 1 = up+ r , 0 ≤ r ≤ p− 1 .

Case 1. Suppose u ≥ 3 and p ≥ 5. Then by Lemma 3 we can deduce that

ap+2 = ap+3 = ap+4 .

On the other hand (2) implies that

an−p−1 = −an−p−2 = an−p−3 .

However, this is impossible by Lemma 3.
Case 2. Suppose u ≥ 3, p = 3, and n ≥ 13. Then by Lemma 3 we can deduce that

ap+4 = ap+5 = ap+6 .

On the other hand (2) implies that

an−p−3 = −an−p−4 = an−p−5 .

However, this is impossible by Lemma 3.
Case 3. Suppose u = 2, p ≥ 5, and r ≥ 4. Then by Lemma 3 we have

ap+2 = ap+3 = ap+4 = −1 .

On the other hand (2) implies that

an−p−1 = −an−p−2 = an−p−3 .

However, this is impossible by Lemma 3.
Case 4. Suppose u = 2, p ≥ 7, and r ≤ 3. First we observe that Lemma 3 and (2)
imply P2m(1) ≥ p − 4 ≥ 3. So Q4m(1) = P2m(1)2 ≥ 9, hence m must be even. But then
P2m(1) ≥ p. Hence

4p+ 5 = 2up+ 5 ≥ 2n− 1 = 4m+ 1 = Q4m(1) = P2m(1)2 ≥ p2 ,

that is p2 − 4p− 5 ≤ 0, which is impossible for p ≥ 7.
Case 5. Suppose u = 1. Then (2) implies that P2m(1) ≥ p− 1. But then

4p− 3 ≥ 2(p+ r)− 1 ≥ 2n− 1 = 4m+ 1 ≥ Q4m(1) = P2m(1)2 ≥ (p− 1)2 ,

that is, p2 − 6p+ 4 ≤ 0, which is impossible for p ≥ 7.
The impossibility of the above five cases shows that if n ≥ 13, then we must have either

u = 2 with p ≤ 5 and r ≤ 3, or else, u = 1 with p ≤ 5. Since n = up+ r, both of the above
cases is impossible. Hence n ≤ 12 must be the case, and the theorem is proved. �

8



References

B-02. P. Borwein, Computational Excursions in Analysis and Number Theory, Springer, New York,

2002.

BCJ-12. P. Borwein, S. Choi, and J. Jankauskas, On a class of polynomials related to Barker sequences,

Proc. Amer. Math. Soc. 140 (2012), no. 12, 2613–2625.

BE-95. P. Borwein and T. Erdélyi, Polynomials and Polynomial Inequalities, Springer, New York, 1995.

BM-08. P. Borwein and M.J. Mossinghoff, Barker sequences and flat polynomials, in: Number Theory

and Polynomials, London Math. Soc. Lecture Note Ser., Vol. 352, Cambridge Univ. Press,

Cambridge, 2008, J. McKee and C. Smyth, Eds. 2008, 71–88.

E-11. T. Erdélyi, Orthogonality and the maximum of Littlewood cosine polynomials, Acta Arith. 146

(2011), no. 3, 215–231.

H-09. K.G. Hare, Infinite Barker series, J. Number Theory 129 (2009), no. 12, 2991–2999.

M-09. M.J. Mossinghoff, Wieferich pairs and Barker sequences, Des. Codes Cryptogr. 53 (2009), no.
3, 149–163.

S-90. B. Saffari, Barker sequences and Littlewood’s “two-sided conjectures” on polynomials with ±1
coefficients, Sémianire d’Analyse Harmonique, Anneé 1989/90, Univ. Paris XI, Orsay (1990),
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