MATH 311-504
Topics in Applied Mathematics
Lecture 2-10:

Matrix of a linear transformation (continued).
Eigenvalues and eigenvectors.



Matrix transformations

Theorem Suppose L:R" — R™ is a linear map. Then
there exists an mxn matrix A such that L(x) = Ax for all

x € R". Columns of A are vectors L(e1), L(ep),...,L(e,),
where e, e,, ..., e, is the standard basis for R".
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Coordinates

If {vi,vo,...,v,} is a basis for a vector space V,
then any vector v € V' has a unique representation

V = XjV] + XoV2 + - - - + XpVp,

where x; € R. The coefficients xq,x,,...,x, are
called the coordinates of v with respect to the
ordered basis vi, vy, ..., V.

The coordinate mapping

vector v+ its coordinates (xi,xo, ..., Xp)

provides a one-to-one correspondence between V
and R". Besides, this mapping is linear.



Matrix of a linear transformation

Let V, W be vector spaces and f : V — W be a linear map.
Let vq,v,,...,v, beabasis for V and g; : V — R” be the
coordinate mapping corresponding to this basis.
Let wi,wy,...,w,, be a basis for W and g : W — R"”
be the coordinate mapping corresponding to this basis.

v & ow
gll lgz
R” — R™

The composition gyofog; ! is a linear mapping of R” to R™.
It is represented as x — Ax, where A is an mxn matrix.
A is called the matrix of f with respect to bases vi,...,v,

and wy,...,w,,. Columns of A are coordinates of vectors
f(vi),...,f(v,) with respect to the basis wy, ..., wpy,.
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Example. L :R° — R4, L(y>_<0 1) <y>

The matrix of L with respect to the standard basis

e1 = (1,0), e — (0,1) s <(1) i)

The matrix w.r.t. the basis v; = (3,1), vo = (2,1)

is (_i é) since L(v1) =2v; — vy, L(vy) = v.

The matrix w.r.t. the basis w; = (0,1), wy = (1,0)

is <1 2) since L(wp) =wy +wy, L(wy) =ws.



Eigenvalues and eigenvectors

Definition. Let V be a vector spaceand L:V — V
be a linear operator. A number X is called an
eigenvalue of the operator L if |L(v) = Av| for a
nonzero vector v € V. The vector v is called an
eigenvector of L associated with the eigenvalue \.

Remarks. e Alternative notation:
eigenvalue = characteristic value,
eigenvector = characteristic vector.

e The zero vector is never considered an
eigenvector.

e If V is a functional space then eigenvectors are
also called eigenfunctions.
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Example. L :R* — R4, L (y) = <O 3> (y)
2 0) (1) _ (2} _, (!
0 3/\0/ \o/ “\o)
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Hence (1,0) is the eigenvector of L associated with

the eigenvalue 2 while (0, —2) is the eigenvector of
L associated with the eigenvalue 3.

Remark. Eigenvalues and eigenvectors of a matrix
transformation L: R" — R", L(x) = Ax are also
called eigenvalues and eigenvectors of the matrix A.
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Hence (1, 1) is the eigenvector of L associated with
the eigenvalue 1 while (1, —1) is the eigenvector of
L associated with the eigenvalue —1.

Vectors vi = (1,1) and v, = (1,—1) form a basis
for R%. The matrix of L with respect to this basis is

(Cl) _g) since L(vi) = vy, L(vp) = —wvy.



Eigenspaces

Let L:V — V be a linear operator.
For any A € R, let V) denotes the set of all
eigenvectors of L associated with the eigenvalue .

A vector v € V belongs to V) if v#0 and
L(v) = Av. Then (L—A)v =0, where L — X\
denotes the linear operator v — L(v) — Av.

Thus eigenvectors from V), are nonzero vectors from
the null-space Null(L — \).

A € R is an eigenvalue of L if Null(L — \) # {0}.

If Null(L— ) # {0} then it is called the
eigenspace of L associated with the eigenvalue .



How to find eigenvalues and eigenvectors?

L:R"—R" L(x)=Ax, where A€ M, ,(R).
(L—=X)(x) =(A—A)x forall A€ R and x € R".

A is an eigenvalue <= the matrix A — A/ is not
invertible <= det(A— \/) =0

Definition. det(A — Al) =0 is called the
characteristic equation of the matrix A.

Eigenvalues A of A are roots of the characteristic
equation. Associated eigenvectors of A are nonzero
solutions of the equation (A — A/)x = 0.
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Example. A = (c d>'

det(A— /) =

a— A\ b
C d— )\

=(a—A)(d—A)— bc
=X —(a+d)\+ (ad — bc).
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Example. A= do1 do2 a3
d31 d32 ds3

aig— A ap aiz
det(A — )\/) = ar an — A ans
as1 azp  az;— A

= —)\3 + Cl)\2 — CQ)\ + 3,

where ¢ = a1 + ax + ass (the trace of A),
dp2 423
d32 ds3
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c3 = det A.
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2 1
Example. A = <1 2).

. : 2 — 1
Characteristic equation: | A

1 2— A
(2—)\)2—120 — M =1, X\ =3.

oo < ()6
= ()6)-() o

The general solution is (—t, t) = t(—1,1), t € R.
Thus v; = (—1,1) is an eigenvector associated
with the eigenvalue 1. The corresponding
eigenspace is the line spanned by v;.

o
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The general solution is (t,t) = t(1,1), t € R.
Thus v, = (1,1) is an eigenvector associated with
the eigenvalue 3. The corresponding eigenspace is
the line spanned by wv».



2 1
Summary. A= (1 2).

e The matrix A has two eigenvalues: 1 and 3.

e The eigenspace of A associated with the
eigenvalue 1 is the line t(—1,1).

e The eigenspace of A associated with the
eigenvalue 3 is the line t(1,1).

e Eigenvectors v; = (—1,1) and v, = (1,1) of
the matrix A form an orthogonal basis for R.
e Geometrically, the mapping x — Ax is a stretch

by a factor of 3 away from the line x + y =0 in
the orthogonal direction.



