MATH 311
Topics in Applied Mathematics

Lecture 5:
Inverse matrix (continued).
Determinants.



Inverse matrix

Definition. Let A be an nxn matrix. The inverse
of A is an nxn matrix, denoted A~!, such that

AA L= ATA= 1

If A~1 exists then the matrix A is called invertible.
Otherwise A is called singular.

Let A and B be nxn matrices. If A is invertible
then we can divide B by A:

left division: A~1B, right division: BA™!.



Basic properties of inverse matrices:
e The inverse matrix (if it exists) is unique.
e If Ais invertible, sois A7, and (A71)"1 = A

e If nxn matrices A and B are invertible, so is
AB, and (AB) — B 1A 1

e If nxn matrices Ay, Ay, ..., Ak are invertible, so
is A1As ... Ax, and (A1A2 c Ak)_l = A;l .. A;lAfl



Inverting diagonal matrices

Theorem A diagonal matrix D = diag(d, ..., d,)
is invertible if and only if all diagonal entries are
nonzero: d; #0 for 1 <i < n.

If D is invertible then D! = diag(d;*,...,d;}).

-1 1
d 0 ... 0 ' 0 ... 0

0 d ... 0 0 dy't ... 0

0 0 ... d, 0 0 ... d}t

n



Inverting 2-by-2 matrices

Definition. The determinant of a 2x2 matrix

A= <a b) is detA = ad — bc.
c d

Theorem A matrix A = (i 3) is invertible if

and only if det A # 0.
If det A # 0 then

a b\ ' 1 d —b
cd/  ad—bc\—-c a)



Fundamental results on inverse matrices

Theorem 1 Given a square matrix A, the following are
equivalent:

(i) Ais invertible;

(ii) x = 0 is the only solution of the matrix equation Ax = 0;
(iii) the row echelon form of A has no zero rows;

(iv) the reduced row echelon form of A is the identity matrix.

Theorem 2 Suppose that a sequence of elementary row
operations converts a matrix A into the identity matrix.

Then the same sequence of operations converts the identity
matrix into the inverse matrix A~1.

Theorem 3 For any nxn matrices A and B,
BA=1 <— AB—=1.



Row echelon form of a square matrix:

[]x * x = x x

invertible case

noninvertible case




3 -20
1 01
-2 30

To check whether A is invertible, we convert it to row echelon
form.

Example. A =

Interchange the 1st row with the 2nd row:
1 01
3 -20
-2 30

Add —3 times the 1st row to the 2nd row:
1 0 1
0 —2 -3
-2 3 0



Add 2 times the 1st row to the 3rd row:

1 0 1
0 -2 -3
0 3 2

Multiply the 2nd row by —1/2:

10 1
0115
03 2

Add —3 times the 2nd row to the 3rd row:
10 1
01 15
0 0 —25



Multiply the 3rd row by —2/5:

1] 0 1
0 [1] 1.5
0 0 [1]

We already know that the matrix A is invertible.
Let’s proceed towards reduced row echelon form.

Add —3/2 times the 3rd row to the 2nd row:

101
010
0 1

Add

o

1 times the 3rd row to the 1st row:

O = O |

1 0
0 0
0 1



To obtain A~!, we need to apply the following
sequence of elementary row operations to the
identity matrix:

interchange the 1st row with the 2nd row,
add —3 times the 1st row to the 2nd row,
add 2 times the 1st row to the 3rd row,
multiply the 2nd row by —1/2,

add —3 times the 2nd row to the 3rd row,
multiply the 3rd row by —2/5,

add —3/2 times the 3rd row to the 2nd row,
add —1 times the 3rd row to the 1st row.



A convenient way to compute the inverse matrix
A1 is to merge the matrices A and / into one 3x6
matrix (A| /), and apply elementary row operations
to this new matrix.

3—20 100
A= 010

2 001

3 -20[(100
Alh)=| 1 o1/010

2 30001



3 -20/100
1 01010
-2 30/001

Interchange the 1st row with the 2nd row:

1 01/010
3 -20/100
-2 30/001

Add —3 times the 1st row to the 2nd row:
1 0 1|0 10
0 -2 =31 -3 0
-2 3 0|0 01



Add 2 times the 1st row to the 3rd row:
1 0 1|0 10
0 -2 -3/1 -3 0
0O 3 2|0 21

Multiply the 2nd row by —1/2:

10 1 0 1 0
01 15/-05 150
03 2 0 2 1

Add —3 times the 2nd row to the 3rd row:
10 1 0 1 0
01 15/ -05 150
00 —25| 15 251



Multiply the 3rd row by —2/5:

0 1 0 1 0
115/ -05 15 0
0 1 ,-06 1 -04

—3/2 times the 3rd row to the 2nd row:

01 0 1 0
1 0, 040 06

001/-061 —-04

Add

SO O

—1 times the 3rd row to the 1st row:
00 060 04
1 0/ 040 06
01/-061 —04
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Why does it work?

100 a; a a3 a a as
020 by by bs| = |2b1 2b, 2bs
001 aa O G G & G
100\/a1 a a3 ai a as
310 bi b b3 |=| bi+3a; by+3a, b3+3a3 |,
001 T ¢ C3 C 6)) o]
100 a a a3 ap a2 a
001 bl b2 b3 = GG G C3
010 Gt O G b1 b2 b3

Proposition Any elementary row operation can be
simulated as left multiplication by a certain matrix.



Why does it work?

Assume that a square matrix A can be converted to
the identity matrix by a sequence of elementary row
operations. Then

ExEi 1... ELEEA =1,

where Eq, E», ..., Ex are matrices simulating those
operations.

Applying the same sequence of operations to the
identity matrix, we obtain the matrix

B=EEi ... 51l = EE 4 ... E3E,.
Thus BA = I, which implies that B = A~



Determinants

Determinant is a scalar assigned to each square matrix.

Notation. The determinant of a matrix
A = (ajj)1<ij<n is denoted detA or

di1 412 ... din
dy1 day@ ... ap
dnl dp2 ... dpn

Principal property: det A= 0 if and only if the
matrix A is singular.



Definition in low dimensions

a b

Definition. det(a) = a, c d

‘:ad—bc,

di1 d12 4d13
dy1 @ a3 | = a11a822d33 + a12a23a31 + 313821332 —

d31 432 ds33 —ai13dnnads] — ai2adn14s33 — di114234a32.
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Examples: 2x2 matrices

I
Dalme [ialem
S R
R R AR




Examples: 3x3 matrices

3 -2 0
1 01| =30-0+(-2)-1-(-2)+0-1-3—
2 30

—0-0-(-2)—(-2):1-0-3-1-3=4-9 =5,

146
025 =1-2-3+4-5-0+6-0-0—
00 3

~6-2:0-4-0-3-1-5-0=1-2-3=6.



General definition

The general definition of the determinant is quite
complicated as there is no simple explicit formula.

There are several approaches to defining determinants.
Approach 1 (original): an explicit (but very
complicated) formula.

Approach 2 (axiomatic): we formulate
properties that the determinant should have.

Approach 3 (inductive): the determinant of an
nxn matrix is defined in terms of determinants of
certain (n — 1)x(n — 1) matrices.



M ,(R): the set of nxn matrices with real entries.

Theorem There exists a unique function

det : M,(R) — R (called the determinant) with the
following properties:

e if a row of a matrix is multiplied by a scalar r,
the determinant is also multiplied by r;

e if we add a row of a matrix multiplied by a scalar
to another row, the determinant remains the same;
e if we interchange two rows of a matrix, the
determinant changes its sign;

e det/ =1.

Corollary det A =0 if and only if the matrix A is
singular.



Row echelon form of a square matrix A:

detA=0




3 20

Example. A = 1 0 1], detA="

-2 30

Earlier we have transformed the matrix A into the
identity matrix using elementary row operations.

interchange the 1st row with the 2nd row,
add —3 times the 1st row to the 2nd row,
add 2 times the 1st row to the 3rd row,
multiply the 2nd row by —1/2,

add —3 times the 2nd row to the 3rd row,
multiply the 3rd row by —2/5,

add —3/2 times the 3rd row to the 2nd row,
add —1 times the 3rd row to the 1st row.



3 -20
1 01
-2 30

Example. A= , det A =7

Earlier we have transformed the matrix A into the
identity matrix using elementary row operations.

These included two row multiplications, by —1/2
and by —2/5, and one row exchange.
It follows that

det/ = — (—%) (—%) det A = —%detA.
Hence det A= —b5det/ = —5.



Other properties of determinants

e If a matrix A has two identical rows then
det A=0.

dy dy as

by b b3| =0

dy d» ajs

e If a matrix A has two rows proportional then
det A=0.

d a2 as dp dz2 a3
b1 b2 b3 =r b1 bg b3 =0
ray rap ras dy dp a3



Distributive law for rows

e Suppose that matrices X, Y, Z are identical
except for the ith row and the ith row of Z is the
sum of the ith rows of X and Y.

Then |det Z = det X + det Y|

aj+a) ay+a, ast+aj a; ap as a) a, a
by b, bs |=|b1 by bs|+|b1 by b3
o] () 3 GG O C3 G O C3



e Adding a scalar multiple of one row to another
row does not change the determinant of a matrix.

ay+rby ay+rby a3+ rbs

by b bs =
o] (@) G3
dy dp as I’bl rb2 I’b3 dy dp as

:bl b2 b3+ b1 b2 b3 :bl bg b3
G O C3 5] G C3 GG O C3



Definition. A square matrix A = (a;;) is called
upper triangular if all entries below the main
diagonal are zeros: a; = 0 whenever / > j.

e The determinant of an upper triangular matrix is
equal to the product of its diagonal entries.

d11 d12 413
0 ax ax| = aanass
0 0 dass

o If A=diag(di,d>,...,d,) then
det A= did,...d,. In particular, det/ = 1.



