MATH 423
Linear Algebra Il
Lecture 30:

The Gram-Schmidt process.
Orthogonal complement.



Orthogonal sets

Let V' be an inner product space with an inner
product (-,-) and the induced norm |[v|| = \/(v, V).

Definition. Vectors vi,Vvs, ...,V € V form an
orthogonal set if they are orthogonal to each
other: (v;,vj) =0 for i # j.

If, in addition, all vectors are of unit norm,

|lvi|| =1, then vy,vy, ... v, is called an
orthonormal set.

Theorem Any orthogonal set of nonzero vectors is
linearly independent.



Orthogonal basis

Theorem If vi,v,,..., v, is an orthogonal basis
for an inner product space V/, then

_{x,vp) (x,v2>v (x,v,,)v
") T v

for any vector x € V.

Corollary If vi,vy,...,v, is an orthonormal basis
for an inner product space V/, then

X = (X, v1)V1 + (X, V2)Va + - - + (X, V)V,

for any vector x € V.



Orthogonal projection

Theorem Let V be an inner product space and V; be a
finite-dimensional subspace of V. Then any vector x € V is
uniquely represented as x = p + 0, where p € V4 and o L V.

X

The component p is called the orthogonal projection of the
vector x onto the subspace Vj.



Theorem Let V be an inner product space and V; be a
finite-dimensional subspace of V. Then any vector x € V' is
uniquely represented as x = p + 0, where p € V, and o L V.

Proof of uniqueness: Suppose x = p + 0 = p’ + o', where
p.peVo, 0l Wy, o LV, Theno—0o =p'—pe W.
It follows that (0,0 —0’) = (0’,0 —0’) = 0. Hence
(0—0,0—0) =(0,0—0') — (0/,0 —0') =0 so that
o0—0 =0. Thus o =0/, then p=p'.

Proof of existence in the case Vy admits an orthogonal basis:
Suppose vi,Vy,...,V, is an orthogonal basis for V. Let
— <X7 V]_> v, + <X7 V2> <X7 vn>

(vi,v) T (g, v) Vi, V)

and o0 = x — p. By construction, x=p+o0 and p € V.
Just as in the previous lecture, we obtain that (p,v;) = (x,v;)
for 1<i<n. Then o L v; for all i, which implies that

ol Vo.

n



The Gram-Schmidt orthogonalization process

Let V be a vector space with an inner product.

Suppose Xi,X»,...,X, is a basis for V. Let
Vi = Xy,
Vo = X2 — e, V1>V1,
<V1, V]_>
Vs = X3 — (x3, V1>v1 _ <X37V2>v2'
<V1, V]_> <V2,V2>
V, = X, — %o, V1) — = X, Vi-1) n—1
(v1,v1) (Vn-1,Vn-1)

Then vy,vy, ..., v, is an orthogonal basis for V.



Span(vy, vy) = Span(xi, X2)

(x3,Vv1) (X3, V2)
(vivi) T (Vo vo)

P3 = V2



Any basis
X1,X2,...,Xp

Orthogonal basis
Vi,Vo,...,V,

Properties of the Gram-Schmidt process:

® V, = X) — (&1X1 +---+ozk_1xk_1), 1< k<n;

e the span of vy, ..

of X1,..., Xk

e v, is orthogonal to xq, ..

., Vg is the same as the span

<y Xk—1,

® VvV, = X, — Pk, Where pi is the orthogonal

projection of the vector x, on the subspace spanned

by X1y 0oy Xg—1-




Normalization

Let V be a vector space with an inner product.

Suppose vi,V»,...,V, is an orthogonal basis for V.
V2 Vp
Let w; = Wy = —— W, = .
[va [v2] [[vall
Then wy,ws,...,w, is an orthonormal basis for V.

Theorem Any finite-dimensional vector space with
an inner product has an orthonormal basis.

Remark. An infinite-dimensional vector space with
an inner product may or may not have an
orthonormal basis.



Orthogonal complement

Definition. Let S be a nonempty subset of an inner product
space W. The orthogonal complement of S, denoted S+,
is the set of all vectors x € W that are orthogonal to S.

Theorem Let V be a subspace of W. Then

(i) V* is a closed subspace of W;

(i) Vc(vh

(i) VNVt ={o);

(iv) dmV +dim V!t =dim W if dim W < oc;

(v) if dimV < oo, then V@& V+ = W, that is, any vector
x € W is (uniquely) represented as x = p + 0, where p € V
and o€ V*.

Remark. The orthogonal projection onto a subspace V is well
defined if and only if V& V+ = W.






Suppose V is a subspace of an inner product space
W such that V @ V+ = W. Let p be the
orthogonal projection of a vector x € W onto V.

Theorem |[x —v|| > |[x —p| forany v#p in V.

Proof: Let o=x—p, 0 =x—v, and
vi=p—V. Then o=0+vq, v; € V, and
vi # 0. Since o L V, it follows that (o,v;) = 0.
H01H2 <01,01> <0+V1,0+V1>
= <0,0> + <V1, O> + <O,V1> -+ <V1, V1>
= (0,0) + (vi,v1) = [lo]|* + [[v1]* > [|o]|*.

Thus ||x — p|| = min||x — v|| is the distance from
veV

the vector x to the subspace V.



Problem. Find the distance from the point

y = (0,0,0,1) to the subspace V C R* spanned
by vectors x; = (1,—-1,1,-1), xo = (1,1, 3, -1),
and x3 =(-3,7,1,3).

Let us apply the Gram-Schmidt process to vectors
X1, X2, X3,y. We should obtain an orthogonal set
Vi,Vo, V3, Vs, The desired distance will be |vy].



x1=(1,—-1,1,-1), xo = (1,1,3, 1),
x3=(-3,7,1,3), y=1(0,0,0,1).

Vi = X1 = (1, —]., ]., —1),

<X2,V1> 4
= Xp— =(1,1,3,-1)——(1,-1,1, -1

Vo X2 <V1,V1>V1 (7 ) ) 4(7 ) )
=(0,2,2,0)
V3 = X3 — <X3,V1> o <X3,V2> )

(v1,v1) (v2,Vv2)

12 16

= (-3.7.1.3) - ~(1,-1,1,-1) - =(0,2,2,0)



The Gram-Schmidt process can be used to check
linear independence of vectors!

The vector x3 is a linear combination of x; and x».
V is a plane, not a 3-dimensional subspace.
We should orthogonalize vectors xi, x»,y.

‘73 =y <y7 V1> v <y7 V2> Vo

(vivi) T (v, vo)
~(0,0,0,1) — _Tl(l, S11,-1)— g(o, 2.2,0)
=(1/4,—-1/4,1/4,3/4).

. 1 113 1 V12 /3
|V3‘ — ‘(_7__7_7_>’ :_|(17_17173)‘:—:_
4 444 3 4 2



