APPLIED ANALYSIS/NUMERICAL ANALYSIS QUALIFIER
August 7, 2020
Applied Analysis Part, 2 hours

Name:

Policy on misprints: The qualifying exam committee tries to proofread exams as carefully as
possible. Nevertheless, the exam may contain a few misprints. If you are convinced a problem
has been stated incorrectly, indicate your interpretation in writing your answer. In such cases,
do not interpret the problem so that it becomes trivial.

Instructions: Do any three problems. Show all work clearly. State the problem that you are
skipping. No extra credit for doing all four.

Problem 1. Let T be a bounded, invertible operator on a Hilbert space H, K be a compact
operator on H, and L =T — AK, A € C. Show that the range of L is closed.

Problem 2. Let {¢, ()} be a set of polynomials orthogonal with respect to a positive weight
function w € C[0L,1]. Assume that the degree of ¢, is n, and that coefficient of z™ in ¢, (z) is
k, > 0.

(a) Show that ¢, is orthogonal to all polynomials of degree n — 1 or less.
(b) Show that the set {¢,(z)}2, is the same, up to multiples, as the one gotten by using
the Gram-Schmidt process.
(c) Show that the polynomials satisfy the recurrence relation below; find A, in terms of the
k.’s.
¢n+1 (ﬂ?) = (A'n,x + B'n,)¢n(m) + C’n¢'n.—1 (CC)

Problem 3. Consider the operator Lu = —u”, where Dy, := {u € L*(R) : Lu € L*(R)}.

(a) Show that L is self adjoint and positive definite.
(b) Find the Green’s function

for L. Hint: the left and right boundary conditions are that g(z,y) be in L?(—o0,y) and

in L*(y, 00), respectively. Also, choose Imv/X > 0.
(c) Is g(z,y) a Hilbert-Schmidt kernel? Prove your answer.

Problem 4. Let A be a real n x n self-adjoint matrix, with Ay > Ay > --- > \,..

(a) State and prove the Courant-Fischer Minimax Theorem for A.
(b) Use it to show Ay < 0 for

A=

W= o
O
oW
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For Problem 1, assume that Q is a convex polygonal domain in R2 Let {Th}re(o,1) be
a set of shape-regular triangulations of Q. For each h, let V}, be the set of continuous
functions which are piecewise linear with respect to T, and vanish on 9. Define D(:, )
to be the Dirichlet inner product,

D(v,w) := / Vu-Vwdz, forall v,w € Hy(Q).
Q

Let P, denote the elliptic projection, i.e., P, : H3(Q) — Vj, is defined by P,v := wy, where
wy, € V}, is the unique solution to the problem

D(wh, 0,) = D(v,6y) for all 8, € V.

Problem 1. Let f be in C°([0,T]; L2(Q?)) and uo be in H}(2) N H?(Q). Consider the
parabolic initial value problem: u : [0,7] — H}(Q) defined by

(1.1) Au(t) — Au(t) = f(t), t€(0,T], u(0)=uy€ Hy(Q) N H*(Q).

Accept as a fact that the above problem has a unique solution with regularity v ¢
CY([0,T); H2(Q2) N H(Q)). Let k > 0 and consider the fully discrete approximation based
on backward Euler time stepping, i.e., U’ ~ u(t;) where t; = jk satisfies U° = upg € V},
and for j =0,1,...,

(Uj+1 Ui

(1.2) . ,</5h) + DU, ¢n) = (f(tj41), On), for all ¢y, € V.

Here (-, -) denotes the inner product in L?((2).

(a) State an estimate for the error ||(I — Py)v||z2(q) for all h € (0,1) and v in Hg(Q) N
H?(Q).
(b) Show that the following holds true for all £ > 1:

¢
(1.3) U z2ey < UM zaey + & D IFED 2

=1

(c) Let n(t) :== u(t) — Py(u(t)) for all t € [0,T]. Show that there exists C' such that for
all h € (0,1),

t
IO < O8] [ Tl + ol |
0

You may use the following inequality without proof:

t t
/ ('Lu dr / ||67—’LL||H2(Q) dr.
0

(1.4) <
H2(Q) 0
1
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(d) Let 67 := Pyu(t;) — U’ for all j =0,1.... Notice that {#’} C V},. Show that

Qi+l _ gi , .
(1.5) (—,aﬁh) +D(07, ¢n) = (W', 4y), forall ¢ € Vj and j =0,1,...

k
where
1 1 [+
(16) ’UJJ+ = E/ 87Ph(u(7'))d7' - Btu(tj+1).
t.

Problem 2. Consider the system

—Au—v=f
(2.1) W= A =g

in a bounded, smooth domain €2 in R™, with boundary conditions u = v = 0 on 8Q. (You
may use that ¢ — ||V¢||(12(q))» is a norm on the Hilbert space H}(Q).)

(a) Derive a weak formulation of the system (2.1), using suitable test functions (¢, ) for
each equation resulting in a problem of the form: find (u,v) satisfying

(2.2) a((u,v), (6,9)) = (f,9) + (9,%)

and explicitly define a(-, ) and the function spaces for u, v, ¢ and v appearing in (2.2).

(b) Show that the weak formulation (2.2) has a unique solution.

(c) Let d > 0 and §y := (—d,d)?. Show that there exists a positive number ¢ such that
the following holds true for every d > 0 and every u € H}(Qy). (You may use that
C3(£2y) is dense in H}(Qq).)

(2.3) [ullZ2 g0y < @I Vullfiaye

(d) Now change the second minus sign in the first equation of (2.1) to a plus sign. Use

(2.3) to show stability for the modified equation on §4 provided that d is sufficiently
small.

Problem 3. Let a = yo < 41 < ... < yv = b be a partition of the interval [a, ]
and J; = [y;-1,%] denote the i’th subinterval. Set yir1/2 = (yir1 + %:)/2 and h =
max;<i<N{% —Yi-1}. Define V, to be the set of functions f € C'(a, b) which are piecewise
quadratic with respect to the composite mesh yy < 15 2 <y <ysp < - <Yn.

(a) Show that a function f € V}, restricted to J; is uniquely determined by its values:

f(yi-1), f,(yi—l): f (i), f,(yi)'

Hint: You can assume without proof that this problem can be reduced to the refer-
ence element case, i.e., show that a function f € C'(0,1) which is piecewise
quadratic with respect to the intervals [0,1/2] and [1/2,1] is uniquely deter-

mined by its values:
£(0), £(0), £(1), £/(1).
(b) Construct the local shape functions associated with the degrees of freedom on the
interval [0, 1] defined in Part (a).
(c) What is the dimension of V}, (explain your answer)?






