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1. Introduction, notation, definitions. Let \((S, S)\) be a measurable space, let \(\mathcal{P}(S)\) be the set of all probability measures on \((S, S)\) and let \(\mathcal{F}\) denote a collection of real-valued measurable functions on \(S\) such that \(\sup_{f \in \mathcal{F}} |f(s) - c_f| < \infty\) for all \(s \in S\) and some \(c_f < \infty, f \in \mathcal{F}\). \(\mathcal{F} \in \text{CLT}(P)\) or \(\mathcal{F}\) is \(P\)-Donsker for \(P \in \mathcal{P}(S)\) if the empirical processes based on \(P\) and indexed by \(\mathcal{F}\) satisfy the central limit theorem as random elements in \(\ell^{\infty}(\tilde{\mathcal{F}})\), the Banach space of all the bounded real-valued functions on \(\tilde{\mathcal{F}} = \{f - c_f : f \in \mathcal{F}\}\), with the sup norm ([5], [7], [8]). \(\mathcal{F}\) is universal Donsker if \(\mathcal{F} \in \text{CLT}(P)\) for all \(P \in \mathcal{P}(S)\) ([6]). Many universal Donsker classes of functions satisfy a stronger property, namely, that the CLT holds not only for all \(P\) but also uniformly in \(P\), as we prove in Section 3 below (definitions follow shortly). In this paper we characterize this property in terms of Gaussian processes (Section 2). The equivalent Gaussian property is much easier to check than the original definition (see Section 3 for examples). Gaussian characterizations of CLT-related properties in finite dimensions can be traced back to the CLT in type 2 spaces of Hoffmann-Jørgensen and Pisier [11] (type 2 is a Gaussian property) and to the Jain-Marcus CLT (which can be viewed as a consequence of a certain map being type 2 – [12], [20]); Pisier’s type 2 characterization of Vapnik-Cervonenkis classes [15] and Zinn’s Gaussian characterization of universal bounded Donsker classes [20] are examples of results of this type for empirical processes.

The classes of functions we study in this article might in fact provide an adequate framework for the parametric bootstrap as well as for more sophisticated “stochastic procedures” as in Beran and Millar [21] and [22]. The two crucial properties of Vapnik-Cervonenkis classes of sets that these authors use namely, an “empirical triangular array” central limit theorem and an exponential bound for the empirical process that holds uniformly in \(P \in \mathcal{P}(S)\) also hold for the classes considered in this paper (and the latter only holds for these classes): see Corollaries 2.7 and 2.11 below.

We proved some of the results in this paper (the equivalence (a) ⇔ (b) in Theorem 2.6) in 1987, in connection with our work [9] on the bootstrap, but this turned out to be irrelevant for our research at the time. A year later we became aware of the work of Sheehy and Wellner [19], where a similar (but more general) concept is introduced, and noticed that our previous work essentially contained the solution to one of their problems.
(in particular disproving their conjecture in Remark 8, Section 1 of [19]). The scope of their work, together with the other possible applications mentioned in the previous paragraph, convinced us of the interest of these results, that we then developed in the present form (which has been influenced by [19]).

Given $\mathcal{F}$ as above and $P \in \mathcal{P}(S)$ we let, as in [7], [8],

\begin{align}
(1.1) \quad c_P^2(f, g) &= \int_S (f - g)^2 dP, \rho_P^2(f, g) = \int_S (f - g)^2 dP - \left( \int_S (f - g) dP \right)^2, f, g, \in \mathcal{F}, \\
(1.2) \quad \mathcal{F}' = \{ f - g: f, g \in \mathcal{F} \}, \quad (\mathcal{F}')^2 = \{ (f - g)^2: f, g \in \mathcal{F} \};
\end{align}

if $d$ is a pseudo-distance on $\mathcal{F}$ (usually $d = e_P$ or $d = \rho_P$), and $\delta > 0$, we let

\begin{align}
(1.3) \quad \mathcal{F}'(\delta, d) = \{ f - g: f, g \in \mathcal{F}, d(f, g) \leq \delta \}
\end{align}

and if $\Phi$ is a real-valued function on $\mathcal{F}$,

\begin{align}
(1.4) \quad \|\Phi\|_\mathcal{F} = \sup_{f \in \mathcal{F}} |\Phi(f)|, \quad \|\Phi\|_{\mathcal{F}'(\delta, d)} = \sup_{f, g \in \mathcal{F}, f - g \in \mathcal{F}'(\delta, d)} |\Phi(f) - \Phi(g)|.
\end{align}

For probability measures $\nu$ on $(S, \mathcal{S})$ and measurable functions $f$ we often write $E_\nu f$ or $\nu(f)$ for $\int f d\nu$, but if $\nu = P^N$ we will use $E_P$ instead of $E_{P^N}$. To every $P$ in $\mathcal{P}(S)$ such that $\mathcal{F} \subset L_2(P)$ we associate two centered Gaussian processes $G_P$ and $Z_P$ indexed by $\mathcal{F}$ (or more generally by $L_2(P)$, but we only consider their restrictions to $\mathcal{F}$, or at most to $\mathcal{F}'$: those given by the covariances

\begin{align}
(1.5) \quad EG_P(f)G_P(g) = E_P(fg) - (E_P f)(E_P g), \quad f, g \in \mathcal{F} \\
(1.6) \quad EZ_P(f)Z_P(g) = E_P(fg), \quad f, g \in \mathcal{F}.
\end{align}

Note that if $g$ is $N(0, 1)$ independent of $G_P$ then a version of $Z_P$ is

\begin{align}
(1.7) \quad Z_P(f) = G_P(f) + gE_Pf, \quad f \in \mathcal{F}.
\end{align}
If $G_P$ (or $Z_P$) has a version with bounded $\rho_p$-uniformly continuous ($e_p$-uniformly continuous) sample paths, then $G_P$ (or $Z_P$) will always denote such a version; and if $P = \sum \alpha_i \delta_{s_i}$ has finite or countable support then the versions we always take are

$$G_P = \sum \alpha_i^{1/2} g_i (\delta_{s_i} - P), \quad Z_P = \sum \alpha_i^{1/2} g_i \delta_{s_i}$$

where $\{g_i\}$ are i.i.d. $N(0,1)$ and $\delta_{s_i}$ is point mass at $s_i \in S$.

Given a function $X: S^N \rightarrow \ell^\infty(F)$, its “outer law” under $P$ is the set function

$$\mathcal{L}_{P,F}^*(X) = (P^N)^* \circ X^{-1}.$$  

If no confusion may arise, we write $\mathcal{L}_P^*$ or even $\mathcal{L}^*$ for $\mathcal{L}_{P,F}^*$. Following Hoffmann-Jørgensen ([10]), a sequence $X_n$ of $\ell^\infty(F)$-valued functions defined on $S^N$ converges in law or weakly to a Radon probability measure $\gamma$ on $\ell^\infty(F)$, and we write

$$\mathcal{L}_{P,F}^*(X_n) \rightarrow_w \gamma$$

if

$$\int_S^* H(X_n) dP^N \rightarrow \int_S H d\gamma$$

for all functions $H: \ell^\infty(F) \rightarrow \mathbb{R}$ bounded and continuous, where $\int^*$ denotes upper integral.

Let $X_i: S^N \rightarrow S$ be the coordinate functions, $i \in \mathbb{N}$. The variables $\{X_i\}_{i=1}^\infty$ are independent with respect to $P^N$ for every $P \in \mathcal{P}(S)$. The normalized empirical measure based on $P \in \mathcal{P}(S)$, $\nu^P_n$, is

$$\nu^P_n = n^{-1/2} \Sigma_{i=1}^n (\delta_{X_i} - P)$$

where $\delta_{X_i}(\omega)$ is point mass at $X_i(\omega) \in \ell^\infty(F), \omega \in S^N$. We consider $\nu^P_n$ as a $\ell^\infty(F)$-valued random element defined on the probability space $(S^N, \mathcal{S}^N, P^N)$ (or, if needed,
on the product of this space with \([0,1], \mathcal{B}, \lambda, \lambda\) Lebesgue measure). \(\mathcal{F}\) is \(P\)-Donsker or \(\mathcal{F} \in CLT(P)\) if both the law \(\mathcal{L}_\mathcal{F}(G_P)\) of \(G_P\) is Radon in \(\ell^\infty(\mathcal{F})\) (i.e. \(\mathcal{F}\) is \(P\)-pregaussian) and

\[
(1.12) \quad \mathcal{L}_{P,\mathcal{F}}(\nu_n^P) \rightarrow_w \mathcal{L}_\mathcal{F}(G_P).
\]

We recall that \(\mathcal{L}_\mathcal{F}(G_P)\) is Radon in \(\ell^\infty(\mathcal{F})\) if and only if \(G_P\) admits a version with bounded uniformly continuous trajectories in \((\mathcal{F}, \rho_P)\) ([1]; see also [8]). \(\mathcal{F}\) is universal Donsker if \(\mathcal{F} \in CLT(P)\) for all \(P\) ([6]). When no confusion is possible we write \(\mathcal{L}(G_P)\) for \(\mathcal{L}_\mathcal{F}(G_P)\), and \(\mathcal{L}^*(\nu^P)\) for \(\mathcal{L}_{P,\mathcal{F}}^*(\nu_n^P)\).

Let

\[
(1.13) \quad BL_1^\mathcal{F} = BL_1(\ell^\infty(\mathcal{F})) = \{ H: \ell^\infty(\mathcal{F}) \rightarrow \mathbb{R}, \| H \|_\infty \leq 1, \}
\]

\[
\sup_{x,y \in \ell^\infty(\mathcal{F})} \frac{|H(x) - H(y)|}{\|x - y\|_\mathcal{F}} \leq 1.
\]

For measures \(\mu, \nu\) defined on sub-sigma-algebras of the Borel sets of \(\ell^\infty(\mathcal{F})\), in analogy with the corresponding definition for Polish spaces (e.g. [2], Section 1.2), we let

\[
(1.14) \quad d_{BL_1^\mathcal{F}}(\mu, \nu) = \sup_{H \in BL_1^\mathcal{F}} \left| \int H d\mu - \int H d\nu \right|.
\]

The proof of Theorem 1.3, Chapter 1, in [8] (together with the well-known fact that \(d_{BL_1^\mathcal{F}}\) metrizes weak convergence in \(\mathbb{R}^d\)), with minor changes, gives the following. (For sufficiency the changes are indicated in the proof of Claim 5, Theorem 2.3 below, for necessity one proceeds as in [8], using the Kirszbraun-McShane theorem – Proposition 1.3, page 2 in [2].)

**1.1. Theorem.** \(\mathcal{F} \in CLT(P)\) if and only if both, \(\mathcal{F}\) is \(P\)-pregaussian and

\[
(1.15) \quad \lim_{n \rightarrow \infty} d_{BL_1^\mathcal{F}}(\mathcal{L}_{P,\mathcal{F}}^*(\nu_n^P), \mathcal{L}_\mathcal{F}(G_P)) = 0.
\]
In applications (e.g. Corollary 1.7 in [19]) uniformity in \( P \in \mathcal{P}(S) \) of the limit (1.15) is not useful unless it can be combined with some kind of uniformity of \( G_P \) such as \( d_{BL_1}(\mathcal{L}(G_P), \mathcal{L}(G_Q)) \) being small if \( Q \) is close to \( P \) in some weak sense (e.g. in the sense of the Hellinger distance, in [19]). If \( \mathcal{F} \) satisfies the following definition then this type of behavior for \( G_P \) is assured (see Corollary 2.7 below).

1.2. Definition. \( \mathcal{F} \) is uniformly pregaussian, \( \mathcal{F} \in UPG \) for short, if for all \( P \in \mathcal{P}(S) \), \( G_P \) has a version with bounded \( \rho_P \)-uniformly continuous paths, and for these versions, both

\[
(1.16) \quad \sup_{P \in \mathcal{P}(S)} E\|G_P\|_{\mathcal{F}} < \infty,
\]

and

\[
(1.17) \quad \lim_{\delta \to 0} \sup_{P \in \mathcal{P}(S)} E\|G_P\|_{\mathcal{F}(\delta, \rho_P)} = 0.
\]

\( \mathcal{F} \) is finitely uniformly pregaussian, \( \mathcal{F} \in UPG_f \) for short, if both

\[
(1.16)' \quad \sup_{P \in \mathcal{P}_f(S)} E\|G_P\|_{\mathcal{F}} < \infty
\]

and

\[
(1.17)' \quad \lim_{\delta \to 0} \sup_{P \in \mathcal{P}_f(S)} E\|G_P\|_{\mathcal{F}(\delta, \rho_P)} = 0,
\]

where \( \mathcal{P}_f(S) = \{P \in \mathcal{P}(S) : \text{P has finite support}\} \), and \( G_P \) are as in (1.8).

In the course of the proof of the main theorem we show that \( \mathcal{F} \in UPG \) if and only if \( \mathcal{F} \in UPG_f \).

It is convenient to remark that the statements (1.16), (1.17) are equivalent to

\[
\sup_{P \in \mathcal{P}(S)} E\|G_P\|_{\mathcal{F}} < \infty \quad \text{and} \quad \lim_{\delta \to 0} \sup_{P \in \mathcal{P}(S)} E\|G_P\|_{\mathcal{F}(\delta, \rho_P)} = 0 \quad \text{for any } r > 0,
\]

as well as to

\[
\lim_{\lambda \to \infty} \sup_{P \in \mathcal{P}(S)} \Pr\{\|G_P\|_{\mathcal{F}} > \lambda\} = 0 \quad \text{and} \quad \lim_{\delta \to 0} \sup_{P \in \mathcal{P}(S)} \Pr\{\|G_P\|_{\mathcal{F}(\delta, \rho_P)} > \varepsilon\} = 0 \quad \text{for all } \varepsilon > 0.
\]
(Hence, Definition 1.2 coincides with Definition 1.4 in [19].) This is a (well known) consequence of Borell’s inequality ([3]; see [16], Theorem 2.1, for its version for expectations): If $G$ is a sample bounded centered Gaussian process, $\| \cdot \|$ denotes sup norm and $M := \text{median of } \|G\|$, then for all $t > 0$, $Pr\{\|G\| - M > \varepsilon\} \leq \exp(-t^2/2\sigma^2)$ where $\sigma^2 = \sup E G^2(t)$. Then, since $\sigma \leq c_1 M$ and $E\|G\| - M|^p = \int_0^\infty P\{\|G\| - M > t^{1/p}\} dt \leq \int_0^\infty \exp(-t^{2/p}/2\sigma^2) dt \leq c_2 \sigma^p$ for suitable constants $c_1, c_2 < \infty$ independent of $G$, it follows that $E\|G\|^p \leq K_p M^p$ for some $K_p$ independent of $G$. This observation takes care of the non-obvious parts of the above equivalences. A similar remark applies to (1.16)' and (1.17)'.

Theorem 1.1 and the observation following it suggest

1.3. Definition. $\mathcal{F} \in \text{CLT}(P)$ uniformly in $P$, or $\mathcal{F} \in \text{CLT}_u$, or $\mathcal{F}$ is a uniform Donsker class if both

$$\mathcal{F} \in \text{UPG}$$

and

$$(1.18) \quad \lim_{n \to \infty} \sup_{P \in \mathcal{P}(S)} d_{BL_1}(\mathcal{L}_P, \mathcal{F}(\nu_n^P), \mathcal{L}_\mathcal{F}(G_P)) = 0.$$

In [19] (1.18) is replaced by a uniform invariance principle in probability for adequate versions of $\nu_n^P$ and $G_P$. The above definition seems more natural and it also seems to be all that is needed in most applications. It would be surprising if Definition 1.3 were not equivalent to Definition 1.5 in [19] for $\mathcal{P} = \mathcal{P}(S)$. We are not interested in this question here.

Sometimes the processes $Z_P$ and the distances $e_P$ are easier to work with than $G_P$ and $\rho_P$. In some sense, replacing them in Definition 1.2 if $\mathcal{F}$ is uniformly bounded gives a more adequate definition of $\text{UPG}$ and $\text{UPG}_f$ (see the last part of Section 2).

In Section 2 we prove our main result, which is that, under measurability, $\mathcal{F} \in \text{UPG}_f \Rightarrow \mathcal{F} \in \text{CLT}_u$. (The converse implication is trivial.) We also obtain a slight improvement of a theorem of Sheehy and Wellner [19] on uniformity of the CLT over
subsets of probability measures. We also prove exponential bounds that hold uniformly in $P \in \mathcal{P}(S)$, both for universal bounded Donsker classes ([20]) and for uniform Donsker classes.

In Section 3 we show that many interesting classes of functions are in $CLT_u$, but that there are universal Donsker classes which are not $CLT_u$.

For the results in Section 2 we need $\mathcal{F}$ to satisfy enough measurability so that, for each $P$, $\left\| \sum_{i=1}^{n} (\delta_{X_i} - P)/n^{1/2} \right\|_{\mathcal{F}^r(\delta, \rho_P)}$ is completion measurable and Fubini’s theorem can be applied to $\left\| \sum_{i=1}^{n} \xi_i \delta_{X_i}/n^{1/2} \right\|_{\mathcal{F}^r(\delta, \rho_P)}$, where $\{\xi_i\}$ are i.i.d. real-valued symmetric (usually normal or Bernoulli) independent of $\{X_i\}$, actually defined on $(0, 1]$, $\mathcal{B}$, $\lambda$. In other words, we need $\mathcal{F} \in NLDM(P)$ for each $P$, in the notation of [7] and [8]. When this holds we say that $\mathcal{F}$ is measurable. For example, $\mathcal{F}$ is measurable if it is countable, or if the empirical processes $\nu_n^P$ are stochastically separable or if $\mathcal{F}$ is image admissible Suslin ([5]).

2. Results and proofs. In some instances in the proof of the main result we will use finite dimensional approximation. We will then require two lemmas for $\mathbb{R}^d$-valued random variables. We only sketch their proofs since they are standard (and the lemmas themselves, well known).

2.1. Lemma. Let $\mathcal{P}_M^d = \{P$ on $\mathbb{R}^d: \text{supp } P \subset \{\|x\| \leq M\}\}$ for $M < \infty$. For $P \in \mathcal{P}_M^d$ let $\{\xi_i^P\}_{i=1}^{\infty}$ be i.i.d. random variables with law $P$, and let $\Phi_P = \text{Cov}(P)$. Then

$$\lim_{n \to \infty} \sup_{P \in \mathcal{P}_M^d} d_{BL} \left[ \mathcal{L} \left( \sum_{i=1}^{n} (\xi_i^P - E\xi_i^P)/n^{1/2} \right), N(0, \Phi_P) \right] = 0,$$

where $N(0, \Phi_P)$ is the centered Gaussian law of $\mathbb{R}^d$ with covariance $\Phi_P$.

**Proof.** (Sketch). This follows from standard results on speed of convergence in the multidimensional $CLT$ ([18]). An elementary proof can be obtained combining the following two observations: (1) The usual Lindeberg proof of the $CLT$ (e.g. [2], pages 37 and 67) readily gives

$$d_3 \left[ \mathcal{L} \left( \sum_{i=1}^{n} (\xi_i^P - E\xi_i^P)/n^{1/2} \right), N(0, \Phi_P) \right] \leq KM(\text{trace } \Phi_P)/n^{1/2}$$
where $K$ is a universal constant and $d_3(\mu, \nu) := \sup\{| \int f d(\mu - \nu)| : \sum_{|\alpha| \leq 3} \|D^\alpha f\|_\infty \leq 1\}$,

$\alpha = (\alpha_1, \ldots, \alpha_d) \in (\mathbb{N} \cup \{0\})^d$, $|\alpha| = \sum_{i=1}^d \alpha_i$ and $D^\alpha f = \partial^{|\alpha|} f / \partial^{\alpha_1} x_1 \ldots \partial^{\alpha_d} x_d$. And (2) $f \in BL_1(\mathbb{R}^d)$ can be uniformly approximated by $C^\infty$ functions whose partial derivatives have not too large $\|\cdot\|_\infty$-norms (specifically, if $\|f\|_{BL} \leq 1$, where $\|f\|_{BL} = \|f\|_\infty + \sup_{x \neq y} |f(x) - f(y)|/|x - y|$, and if $f_\varepsilon(x) = \int f(x - \varepsilon y)e^{-|y|^2/2 dy}/(2\pi)^{d/2}$ := $(f * \varphi_\varepsilon)(x)$, $x \in \mathbb{R}^d$, then $\|f - f_\varepsilon\|_\infty \leq (2\pi)^{-d/2} \int (2 \wedge \varepsilon \|y\|)e^{-|y|^2/2 dy} \leq c(d)\varepsilon := h_d(\varepsilon) \to 0$ as $\varepsilon \to 0$ and $\|D^\alpha f_\varepsilon\|_\infty \leq \varepsilon^{-|\alpha|} \int |D^\alpha \varphi| dy$, $\varphi$ being the density of $N(0, I)$).

The same principles apply to give the following inequality (for which we do not claim optimality).

2.2. Lemma. Let $\Phi$ and $\overline{\Phi}$ be two covariances on $\mathbb{R}^d \times \mathbb{R}^d$ and let $N(0, \Phi), N(0, \overline{\Phi})$ be the corresponding centered Gaussian laws in $\mathbb{R}^d$. Let $\|\Phi - \overline{\Phi}\|_\infty = \max_{i,j \leq d} \|\Phi(i, j) - \overline{\Phi}(i, j)\|$, where $\Phi(i, j) := \Phi(e_i, e_j)$ and $\{e_i\}$ is the canonical basis of $\mathbb{R}^d$. Then

\begin{equation}
(2.2) \quad d_{BL_1}(N(0, \Phi), N(0, \overline{\Phi})) \leq c(d)\|\Phi - \overline{\Phi}\|_\infty^{1/4}
\end{equation}

where $c(d)$ is an absolute constant that depends on $d$.

Proof. (Sketch). By the previous proof it is enough to show

\[ d_3(N(0, \Phi), N(0, \overline{\Phi})) \leq c(d)\|\Phi - \overline{\Phi}\|_\infty. \]

To prove this inequality one proceeds as in Lindeberg’s proof of the CLT with the random variables $\sum_{i=1}^n X_i/n^{1/2}$ and $\sum_{i=1}^n Y_i/n^{1/2}$, $X_i, Y_i$ all independent, $\mathcal{L}(X_i) = N(0, \Phi), \mathcal{L}(Y_i) = N(0, \overline{\Phi})$, and let $n \to \infty$. Details are omitted since they are routine.

The following is our main result:

2.3. Theorem. Let $\mathcal{F}$ be a measurable class of functions. Then

$\mathcal{F} \in UPG_f \Rightarrow \mathcal{F} \in CLT_u$.

Proof. Assume $\mathcal{F} \in UPG_f$. We divide the proof into several steps.
Claim 1. It suffices to prove the theorem for classes $\mathcal{F}$ which are uniformly bounded by 1, i.e. such that $F(s) \leq 1$ for all $s \in S$.

Proof of Claim 1. First note that $\mathcal{F} \in UPG_f$ if and only if $\tilde{\mathcal{F}} \in UPG_f$, where $\tilde{\mathcal{F}} = \{ \tilde{f} = c(f - c_f) : f \in \mathcal{F} \}$ for some $c \neq 0$ and arbitrary finite constants $c_f$, and the same is true of $CLT_u$. Now,

$$\mathcal{F} \in CLT_u \Rightarrow \mathcal{F} \text{ is universal Donsker } \Rightarrow \sup_{f \in \mathcal{F}} \text{diam}(f) < \infty$$

where $\text{diam}(f) = \sup_{s \in S} f(s) - \inf_{s \in S} f(s)$ ([6]); moreover,

$$\mathcal{F} \in UPG_f \Rightarrow \sup_{f \in \mathcal{F}} \text{diam}(f) < \infty$$

as observed in [20] (if $P(s_1, s_2) = \frac{1}{2}(\delta_{s_1} + \delta_{s_2})$, then $\sup_{s_1, s_2 \in S} E\|G_{P(s_1, s_2)}\|_{\mathcal{F}} < \infty$ implies $\sup_{f \in \mathcal{F}} (\text{diam}(f))^2/4 = \sup_{f \in \mathcal{F}} \sup_{s_1, s_2 \in S} E\|G_{P(s_1, s_2)}(f)\| < \infty$). Therefore, if in the definition of $\tilde{\mathcal{F}}$ we take $c_f = \inf(f)$ and $c = [\sup_{f \in \mathcal{F}} \text{diam}(f)]^{-1}$, $\tilde{\mathcal{F}}$ is a class of functions uniformly bounded by 1. By the first remark it suffices to prove the theorem for $\tilde{\mathcal{F}}$. We assume $F \leq 1$ in the rest of this proof.

Claim 2. Let $\mathcal{G} = \mathcal{F} \cup \mathcal{F}^2 \cup \mathcal{F}' \cup (\mathcal{F}')^2$. Then

$$\sup_{P \in \mathcal{P}(S)} E_P\|P_n - P\|_\mathcal{G} = O(n^{-1/2})$$

where $P_n = n^{-1} \sum_{i=1}^{n} \delta_{X_i}$.

Proof of Claim 2. We prove it only for $\mathcal{G} = (\mathcal{F}')^2$ since subsets of this proof give the rest. By Claim 1, for $f, g, \tilde{f}, \tilde{g} \in \mathcal{F}$ we have

$$(2.3) \quad E_{P_n} |(f - g)^2 - (\tilde{f} - \tilde{g})^2|^2 \leq 16E_{P_n} |(f - g) - (\tilde{f} - \tilde{g})|^2.$$ 

Let $\{g_i\}$ be an i.i.d. $N(0, 1)$ sequence independent of $\{X_i\}$ (actually defined on $([0, 1], \mathcal{B}, \lambda)$: for each $P$ we take $(\Omega, \Sigma, P_P) = (S^N, S^N, P\mathcal{N}) \times ([0, 1], \mathcal{B}, \lambda)$ to be our general probability space). For each $\omega \in S^N$ fixed and $n \in \mathbb{N}$, the process $(h(X_1(\omega)), \ldots, h(X_n(\omega))) \rightarrow$
\[ \sum_{i=1}^{n} g_i h(X_i(\omega))/n^{1/2}, \ h \in (\mathcal{F}')^2, \] attains the value 0 for one \( h \) and has a separable index set, so (2.3) and the Slepian-Fernique lemma (as stated in [8], Theorem 4.4, Ch. 1) give

\[
(2.4) \quad E_g \left\| \frac{1}{n} \sum_{i=1}^{n} g_i \delta X_i/n^{1/2} \right\|_{(\mathcal{F}')^2} \leq 8E_g \left\| \frac{1}{n} \sum_{i=1}^{n} g_i \delta X_i/n^{1/2} \right\|_{\mathcal{F}'}
\]

where \( E_g \) denotes integration only with respect to the variables \( g_i \) (or \( \lambda \)). Therefore, if \( \{\varepsilon_i\} \) is a Rademacher sequence also defined on \([0,1], \mathcal{B}, \lambda\) and independent of \( \{g_i\} \), we obtain

\[
E_P \left\| P_n - P \right\|_{(\mathcal{F}')^2} \leq 2E_{P_{\mathcal{F}^P}} \left\| \frac{1}{n} \sum_{i=1}^{n} \varepsilon_i \delta X_i/n \right\|_{(\mathcal{F}')^2} \quad \text{(by symmetrization)}
\]

\[
(2.5) \quad \leq \frac{2}{E|g_1|} E_{P_{\mathcal{F}^P}} \left\| \frac{1}{n} \sum_{i=1}^{n} g_i \delta X_i/n \right\|_{(\mathcal{F}')^2} \quad \text{(by Jensen’s inequality after replacing \( g_i \) by \( \varepsilon_i|g_i| \))}
\]

\[
\leq \frac{16}{n^{1/2}E|g_1|} E_P E_g \left\| \frac{1}{n} \sum_{i=1}^{n} g_i \delta X_i/n^{1/2} \right\|_{\mathcal{F}'} \quad \text{(by (2.4))}
\]

\[
\leq \frac{32}{n^{1/2}E|g_1|} E_P E_g \left\| \frac{1}{n} \sum_{i=1}^{n} g_i \delta X_i/n^{1/2} \right\|_{\mathcal{F}} \quad \text{(by the triangle inequality)}
\]

\[
\leq \frac{32}{n^{1/2}E|g_1|} \sup_{Q \in \mathcal{P}_f(S)} E \left\| Z_Q \right\|_{\mathcal{F}} \quad \text{(since \( Z_{P_n} = \sum_{i=1}^{n} g_i \delta X_i/n^{1/2} \))}
\]

\[
\leq \frac{32\sqrt{\pi/2}}{n^{1/2}} \sup_{Q \in \mathcal{P}_f(S)} (E \left\| G_Q \right\|_{\mathcal{F}} + (2/\pi)^{1/2}) \quad \text{(by (1.7) and Claim 1)}
\]

\[
= O(n^{-1/2}) \quad \text{uniformly in} \quad P \in \mathcal{P}(S) \quad \text{(since} \quad \mathcal{F} \in UPG_f).
\]

**Claim 3.** \( (\mathcal{F}, e_P) \) is totally bounded for all \( P \in \mathcal{P}(S) \) and

\[
(2.6) \quad \lim_{\delta \to 0} \limsup_{n \to \infty} \sup_{P \in \mathcal{P}(S)} P^N\{\|\nu_n^P\|_{\mathcal{F}'(\delta, e_P)} > \varepsilon\} = 0 \quad \text{for all} \quad \varepsilon > 0,
\]

in particular, \( \mathcal{F} \) is universal Donsker.

**Proof of Claim 3.** Since \( \mathcal{F} \in UPG_f \) we have that
\[
\sup\{E\|G_{P_n(\omega)}\|_{\mathcal{F}}: P \in \mathcal{P}(S), \omega \in S^N, n \in \mathbb{N}\} < \infty.
\]

Hence the covering numbers \(N(\varepsilon, \mathcal{F}, e_{P_n(\omega)})\) (\(=\) smallest number of \(e_{P_n(\omega)}\)-balls of radius \(\leq \varepsilon\) and centers in \(\mathcal{F}\) needed to cover \(\mathcal{F}\)) are uniformly bounded by Sudakov’s minorization theorem (e.g. [8], Thm. 4.3, Ch. 1), concretely there is \(c < \infty\) such that for all \(\omega \in S^N, n \in \mathbb{N}, P \in \mathcal{P}(S)\) and \(\varepsilon > 0\),

(2.7) \[ \log N(\varepsilon, \mathcal{F}, e_{P_n(\omega)}) < c/\varepsilon^2. \]

A well known consequence of Claim 2 ([17]) is that \(\|P_n - P\|_{(\mathcal{F}')^2} \to 0\) a.s. Since

\[
|e_{P_n(\omega)}^2(f, g) - e_P^2(f, g)| = |P_n(f - g)^2 - P(f - g)^2|,
\]

we have

(2.8) \[ \sup_{f, g \in \mathcal{F}} |e_{P_n(\omega)}^2(f, g) - e_P^2(f, g)| \to 0 \text{ } P^N\text{-a.s. for all } P \in \mathcal{P}(S). \]

This and (2.7) give

(2.9) \[ \sup_{P \in \mathcal{P}(S)} \log N(\varepsilon, \mathcal{F}, e_P) \leq c/\varepsilon^2, \varepsilon > 0. \]

Hence, \((\mathcal{F}, e_P)\) is totally bounded (uniformly in \(P\)). In order to prove (2.6) we first symmetrize: using Lemma 2.5 and the proof of Lemma 2.7(b) in [7] we have, for \(\{\varepsilon_i\}\) a Rademacher sequence independent of \(\{X_i\}\), (i.e. defined on \(((0,1), \mathcal{B}, \lambda)\))

\[
P^N\{\|\nu_n^P\|_{\mathcal{F}'(\delta, e_P)} > 4\varepsilon\} \leq 2(1 - \delta^2/4\varepsilon^2)^{-1} P r_P \left\{ \left\| \sum_{i=1}^n \varepsilon_i \delta X_i / n^{1/2} \right\|_{\mathcal{F}'(\delta, e_P)} > \varepsilon \right\}. \]

Then,
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\[ \Pr_P \left\{ \left\| \sum_{i=1}^{n} \varepsilon_i \delta X_i / n^{1/2} \right\|_{\mathcal{F}'(\delta, e_P)} > \varepsilon \right\} \leq \Pr_P \left\{ \left\| \sum_{i=1}^{n} \varepsilon_i \delta X_i / n^{1/2} \right\|_{\mathcal{F}'(2^{1/2} \delta, e_{P_n})} > \varepsilon \right\} \]
\[ + P_N \left\{ \sup_{f,g \in \mathcal{F}} |e_{P_n}^2(\omega)(f,g) - e_P^2(f,g)| > \delta^2 \right\} \]
\[ := (I)_P + (II)_P. \]

Now Claim 2, concretely (2.5), implies
\[ \lim_{n \to \infty} \sup_{P \in \mathcal{P}(S)} (II)_P = 0 \text{ for all } \delta > 0. \]

Next, noting that by (1.7),
\[ E \|Z_Q\|_{\mathcal{F}'(\delta, e_Q)} \leq E \|G_Q\|_{\mathcal{F}'(\delta, e_Q)} + (2/\pi)^{1/2} \delta \leq E \|G_Q\|_{\mathcal{F}'(\delta, \rho_Q)} + (2/\pi)^{1/2} \delta \]
we can proceed as in (2.5) and obtain
\[ E_{P_P} \left\| \sum_{i=1}^{n} \varepsilon_i \delta X_i / n^{1/2} \right\|_{\mathcal{F}'(\delta, e_{P_n})} \leq \frac{1}{E|g_1|} E_P E_{\mathcal{F}} \left\| \sum_{i=1}^{n} g_i \delta X_i / n^{1/2} \right\|_{\mathcal{F}'(\delta, e_{P_n})} \]
\[ \leq \frac{1}{E|g_1|} \sup_{Q \in \mathcal{P}(S)} E \|Z_Q\|_{\mathcal{F}'(\delta, e_Q)} \]
\[ \leq \sqrt{\pi/2} \sup_{Q \in \mathcal{P}(S)} E \|G_Q\|_{\mathcal{F}'(\delta, \rho_Q)} + \sqrt{\pi/2} \delta^{1/2} \]
for all \( P \in \mathcal{P}(S) \). Hence, since \( \mathcal{P} \in \text{UPG}_f \),
\[ \lim_{\delta \to 0} \sup_{P \in \mathcal{P}(S)} (I)_P = 0 \text{ for all } \varepsilon > 0, \]
thus proving (2.6). Finally, \( \mathcal{F} \) is a universal Donsker class by e.g. Theorem 1.3, Ch. 1 in [8].

**Claim 4.** \( \mathcal{F} \in \text{UPG}. \)

**Proof of Claim 4.** If \( \mathcal{G} \) is as in Claim 2, it follows from uniform boundedness of \( \mathcal{F} \) (hence of \( \mathcal{G} \)) that
(2.10) \[ \|P_n - P\|_g \to 0 \text{ for all } P \in \mathcal{P}(S) \]

(see e.g. [17]). Given \( P \), fix \( \omega \in S^N \) so that convergence in (2.10) takes place. Then, because of (2.10), for any finite number \( f_1, \ldots, f_r \) of functions in \( \mathcal{F} \),

\[ \mathcal{L}[(G_{P_n(\omega)}(f_1), \ldots, G_{P_n(\omega)}(f_r))] \to_w \mathcal{L}[(G_P(f_1), \ldots, G_P(f_r))]. \]

So, if we show that \( \{ \mathcal{L}_\mathcal{F}(G_{P_n(\omega)}) \} \) is Cauchy in \( d_{BL_1^*} \), we will have proved both that the law of \( G_P \) is Radon and that

(2.11) \[ \mathcal{L}(G_{P_n(\omega)}) \to_w \mathcal{L}(G_P) \text{ in } \ell^\infty(\mathcal{F}). \]

Let \( H \in BL_1^\mathcal{F} \). Since \( \rho_P \leq e_P \), by (2.8) and (2.9) in the proof of Claim 3, given \( \tau > 0 \) there is \( n > 0 \), there are \( f_1, \ldots, f_N \in \mathcal{F} \) with \( N < \infty \), and a partition of \( \mathcal{F}, A_1, \ldots, A_N \) with \( f_i \in A_i \) such that \( A_i \) is contained in the \( \rho_{P_n(\omega)} \)-ball about \( f_i \) of radius \( \tau \) for all \( m \geq n \). Let \( \pi_\tau f = f_i \) if \( f \in A_i, i = 1, \ldots, N \). Let \( G_{P_n(\omega),\tau}(f) = G_{P_n(\omega)}(\pi_\tau f) \), and write

(2.12) \[
|EH(G_{P_n(\omega)}) - EH(G_{P_m(\omega)})| 
\leq |EH(G_{P_n(\omega)}) - EH(G_{P_n(\omega),\tau})| 
+ |EH(G_{P_n(\omega),\tau}) - EH(G_{P_m(\omega),\tau})| 
+ E|H(G_{P_m(\omega),\tau}) - EH(G_{P_m(\omega)})| 
:= (I)_{\tau,n} + (II)_{\tau,n,m} + (I)_{\tau,m}. 
\]

We have

\( (I)_{\tau,n} \leq E\|G_{P_n(\omega)}\|_{\mathcal{F}^*(\tau,\rho_{P_n(\omega)})}, \ (I)_{\tau,m} \leq E\|G_{P_m(\omega)}\|_{\mathcal{F}^*(\tau,\rho_{P_m(\omega)})}, \)

hence,

(2.13) \[ (I)_{\tau,m} \leq \sup_{Q \in \mathcal{P}_f(S)} E\|G_Q\|_{\mathcal{F}^*(\tau,\rho_Q)}, \quad m \geq n. \]
As for \((II)_{\tau,m,n}\), we will apply Lemma 2.2. Note that, by polarity,
\[
\|\Phi_{P_n} - \Phi_{P_m}\|_{\infty} \leq \frac{1}{2} \max_{i,j \leq N} |P_n(f_i - f_j)^2 - P_m(f_i - f_j)^2| \\
+ \frac{1}{2} \max_{i,j \leq N} |(P_n(f_i) - f_j)^2 - (P_m(f_i) - f_j)^2| \\
+ \max_{i \leq N} |P_n f_i^2 - P_m f_i^2| + \max_{i \leq N} |(P_n f_i)^2 - (P_m f_i)^2|,
\]
so that, by (2.10) (recall \(F\) is uniformly bounded), we have
\[
\lim_{n \to \infty} \sup_{m \geq n} \|\Phi_{P_n(\omega)} - \Phi_{P_m(\omega)}\|_{\infty} = 0.
\]
Lemma 2.2. then gives
\[
\text{Claim 6.} \quad \lim_{n \to \infty} \sup_{m \geq n} \sup_{H \in BL_1^F} (II)_{\tau,n,m} = 0.
\]
Hence, by (2.13), \(F \in UPG_f\), and (2.14), we obtain from (2.12) that
\[
\lim_{n \to \infty} \sup_{m \geq n} d_{BL_1^*}(\mathcal{L}(G_{P_n(\omega)}), \mathcal{L}(G_{P_m(\omega)})) = 0.
\]
Therefore, the sequence \(\{\mathcal{L}_F(G_{P_n(\omega)})\}\) is Cauchy in \(d_{BL_1^*}\) and (2.11) is proved. A consequence of (2.11) is that \(E\|G_{P_n(\omega)}\|_F \to E\|G_P\|_F\) (uniform integrability follows since \(F \in UPG_f\) implies \(\sup_{Q \in \mathcal{P}(S)} E\|G_Q\|_F^2 < \infty\), as remarked after Definition 1.2). Similarly \(E\|G_{P_n(\omega)}\|_{F'(\delta,\rho_P)} \to E\|G_P\|_{F'(\delta,\rho_P)}\); but for \(n\) large enough, again by (2.10),
\[
\|G_{P_n(\omega)}\|_{F'(\delta,\rho_P)} \leq \|G_{P_n(\omega)}\|_{F'(2^{1/\delta} \rho_{P_n(\omega)})} \\
\]
and therefore, since \(F \in UPG_f\), it follows that
\[
\lim_{\delta \to 0} \sup_{P \in \mathcal{P}(S)} E\|G_P\|_{F'(\delta,\rho_P)} = 0. \quad \text{So, } F \in UPG.
\]

Claim 5. \(\lim_{n \to \infty} \sup_{P \in \mathcal{P}(S)} d_{BL_1^*}(\mathcal{L}^*(\nu_n^P), \mathcal{L}(G_P)) = 0.\)

Proof of Claim 5. By Claim 4 we have
\[
\sup_{P \in \mathcal{P}(S)} E\|G_P\|_F < \infty, \lim_{\delta \to 0} \sup_{P \in \mathcal{P}(S)} E\|G_P\|_{F'(\delta,\epsilon_P)} = 0.
\]
We show that (2.15) and (2.6) prove our claim by following the steps in the proof of
\((ii) \Rightarrow (i)\), Theorem 1.3, Ch. 1, [8], with some simplifications. Given \(\tau > 0\), let
\( f_1, \ldots, f_{N_P(\tau)} \) be the centers of a minimal covering of \( \mathcal{F} \) by \( e_P \)-balls of radius \( \tau \) and centers in \( \mathcal{F}, N_P(\tau) := N(\tau, \mathcal{F}, e_P) < \infty \) \( (\text{by } (2.9)) \). Let \( \pi^P_\tau: \mathcal{F} \to \mathcal{F} \) be a mapping satisfying \( \pi^P_\tau f = f_j \) for some \( j \), and \( e_P(\pi^P_\tau f, f) \leq \tau \). Let \( Y^P_j(f) = f(X_j) - Pf, Y^P_{j,\tau}(f) = Y^P_j(\pi^P_\tau f), f \in \mathcal{F}, j = 1, \ldots \). Let \( G_P \) be its version with bounded \( \rho_P \) \( (\text{hence } e_P) \) uniformly continuous paths, and let \( G_{P,\tau}(f) = G_P(\pi^P_\tau f) \) as before, \( f \in \mathcal{F} \). Let \( H \in BL_1^F \). Then, as in \( (1.13) \) loc. cit., we have

\[
(2.16) \quad |E^*(H(\nu^P_n)) - EH(G_P)| \leq \left| E^*H\left(\sum_{j=1}^{n} Y^P_j/n^{1/2}\right) - EH\left(\sum_{j=1}^{n} Y^P_{j,\tau}/n^{1/2}\right) \right| \\
+ \left| EH\left(\sum_{j=1}^{n} Y^P_{j,\tau}/n^{1/2}\right) - EH(G_{P,\tau}) \right| \\
+ |EH(G_{P,\tau}) - EH(G_P)| := (I) + (II) + (III).
\]

By Lemma 2.1, since \( \sup_P N_P(\tau) < \infty \) \( (\text{by } (2.9)) \),

\[
(2.17) \quad \lim_{n \to \infty} \sup_{P \in \mathcal{P}(S)} \sup_{H \in BL_1^F} (II) = 0 \quad \text{for all } \tau > 0.
\]

For every \( \varepsilon > 0 \) and \( H \in BL_1^F \), since \( |H(x) - H(y)| \leq 2 \cdot \|x - y\|_\infty \), we have

\[
(1) \leq \varepsilon + 2P^N\{\|\nu^P_n\|_{\mathcal{F}'(\tau, e_P)} > \varepsilon\}.
\]

Hence \( (2.6) \) gives

\[
(2.18) \quad \lim_{\tau \to 0} \lim_{n \to \infty} \sup_{P \in \mathcal{P}(S)} \sup_{H \in BL_1^F} (I) = 0.
\]

Similarly,

\[
(III) \leq \varepsilon + 2Pr\{\|G_P\|_{\mathcal{F}'(\tau, e_P)} > \varepsilon\}
\]

so that by \( (2.15) \),
\[ \lim_{\tau \to 0} \lim_{n \to \infty} \sup_{P \in \mathcal{P}(S)} \sup_{H \in \mathcal{B}_1} (III) = 0. \]

(2.16)-(2.19) prove the claim. \( \square \)

Sometimes it is easier to deal with \( Z_P \) and \( e_P \) than with \( G_P \) and \( \rho_P \). This suggests the following modification of Definition 1.2:

**2.4. Definition.** \( \mathcal{F} \in \mathcal{UPG}'_f \) if

\[ \sup_{P \in \mathcal{P}_f(S)} E\|Z_P\|_{\mathcal{F}} < \infty \]

and

\[ \lim_{\delta \to 0} \sup_{P \in \mathcal{P}_f(S)} E\|Z_P\|_{\mathcal{F}_{(\delta, e_P)}} = 0. \]

If these properties hold with \( \mathcal{P}_f(S) \) replaced by \( \mathcal{P}(S) \), then we write \( \mathcal{F} \in \mathcal{UPG}' \).

To compare \( \mathcal{UPG}'_f \) with \( \mathcal{UPG}_f \), let us note first that if \( \mathcal{F} \in \mathcal{UPG}'_f \) then \( \mathcal{F} \) is uniformly bounded: since \( P(s) = \delta_s \in \mathcal{P}_f(S) \), we have \( \sup_{P \in \mathcal{P}_f(S)} E\|Z_P\|_{\mathcal{F}} \geq E|Z_{P(s)}(f)| = \sqrt{2\pi} |f(s)|, \) \( s \in S \). But if \( \mathcal{F} \) is uniformly bounded and \( \mathcal{F} \in \mathcal{UPG}_f \), then \( \mathcal{F} \in \mathcal{UPG}'_f \) by (1.7): \( E\|Z_P\|_{\mathcal{F}} \leq E\|G_P\|_{\mathcal{F}} + \|Pf\|_{\mathcal{F}} \), and \( E\|G_P\|_{\mathcal{F}_{(\delta, \rho_P)}} \geq E\|G_P\|_{\mathcal{F}_{(\delta, e_P)}} \geq E\|Z_P\|_{\mathcal{F}_{(\delta, e_P)}} - (2/\pi)^{1/2}\delta \). It also follows from (1.7) that, for uniformly bounded classes, \( Z_P \) can be replaced by \( G_P \) in Definition 2.4.

We could ask what kind of uniform CLT does \( \mathcal{F} \) satisfy if \( \tilde{\mathcal{F}} \in \mathcal{UPG}'_f \), where \( \tilde{\mathcal{F}} \) is as in the proof of Claim 1, Theorem 2.3. For the purpose of the following theorem, let us make a change in the definition of \( \tilde{\mathcal{F}} \):

**2.5. Definition.** Let \( c_f := \inf_{s \in S} f(s) \). Assume \( |c_f| < \infty \) for all \( f \in \mathcal{F} \). Then we define \( \tilde{\mathcal{F}} = \mathcal{F} \) if \( \mathcal{F} \) is uniformly bounded, and \( \tilde{\mathcal{F}} = \{f - c_f\} \) otherwise. Analogously \( \tilde{f} = f \) in the first case and \( \tilde{f} = f - c_f \) in the second. For every \( P \in \mathcal{P}(S) \), we let \( \tilde{e}_P(f, g) = e_P(\tilde{f}, \tilde{g}) \).
2.6. **Theorem.** Let $\mathcal{F}$ be a measurable class of functions with $|c_f| < \infty$ for all $f \in \mathcal{F}$.

The following are equivalent:

(a) $\mathcal{F} \in UPG'_f$

(b) $(\mathcal{F}, \bar{e}_P)$ is totally bounded for all $P$ and

$$\lim_{\delta \to 0} \lim_{n \to \infty} \sup_{P \in P(S)} P_N \{ \| \nu_n^P \|_{\mathcal{F}'(\delta, \bar{e}_P)} > \varepsilon \} = 0$$

for all $\varepsilon > 0$.

(c) $\mathcal{F} \in UPG'$ and $\lim_{n \to \infty} \sup_{P \in P(S)} d_{BL^*} [\mathcal{L}^*_{P, \mathcal{F}}(\nu_n^P), \mathcal{L}(G_P)] = 0$.

**Proof.** The proof is analogous to (and essentially contained in) the proof of Theorem 2.3 except for (b) $\Rightarrow \mathcal{F} \in UPG'$. So, this is the only part we prove. By Theorem 1.3, Ch. 1 in [8], (b) implies that $\mathcal{F}$ is universal Donsker. Therefore, by [20], Theorem 2.3,

$$\sup_{P \in P(S)} E\|G_P\|_\mathcal{F} < \infty$$

and $\mathcal{F}$ is uniformly bounded. Since $E\|Z_P\|_\mathcal{F} \leq E\|G_P\|_\mathcal{F} + \|P\bar{f}\|_\mathcal{F} = E\|G_P\|_\mathcal{F} + \|P\bar{f}\|_\mathcal{F}$, it follows that

$$\sup_{P \in P(S)} E\|Z_P\|_\mathcal{F} < \infty. \quad (2.22)$$

By Theorem 2.8, Ch. 1 in [8],

$$\mathcal{L}^*_{P, \mathcal{F}} \left\{ \sum_{i=1}^n \varepsilon_i \delta_X_i / n^{1/2} \right\} \to \omega \mathcal{L}(Z_P) \text{ in } \ell^\infty(\mathcal{F}).$$

Hence, by the “Portmanteau theorem” which is still valid for this type of convergence, as is easy to check, we have

$$\liminf_{n \to \infty} (P_{r_P})_* \left\{ \sum_{i=1}^n \varepsilon_i \delta_X_i / n^{1/2} \in G \right\} \geq Pr\{Z_P \in G\}$$

for open subsets $G$ of $\ell^\infty(\mathcal{F})$. This, the symmetrization lemma 2.7(a) of [7] and (b) give
Borell’s inequality or its Maurey-Pisier formulation ([16], Theorem 2.1), combined with (2.23) shows, as mentioned after Definition 1.2,

\[
(2.24) \quad \lim_{\delta \to 0} \sup_{P \in \mathcal{P}(S)} E \| Z_P \|_{\widetilde{F}'(\delta, e_P)} = 0.
\]

(2.22) and (2.24) mean \( \widetilde{F} \in UPG' \).

Comparing with Theorem 2.3 and its proof, Theorem 2.6 is more complete in the sense that (b) \( \Leftrightarrow \) (a) means that a uniformity condition in the CLT not containing a priori a Gaussian uniformity condition is indeed equivalent to a Gaussian uniformity condition. The problem in Theorem 2.3 is that we do not know how to obtain \( F \in UPG \) from only (2.6) plus \( (F, \rho_P) \) or \( (F, e_P) \) totally bounded for all \( P \in \mathcal{P}(S) \): that only seems to give \( \widetilde{F} \in UPG' \).

Condition (c) in Theorem 2.6 is slightly weaker than \( F \in CLT_u \): the difference is that in (c) Gaussian uniformity is with respect to \( F'(\delta, e_P) \subseteq F'(\delta, \rho_P) \). However this weaker uniformity suffices in many instances.

The following corollary provides a framework for the application of the above theorems in Statistics. It is similar to Corollaries 1.4 and 1.7 in [19].

**2.7. Corollary.** Let \( F \) be a measurable \( UPG_f \) class, and let \( G = F \cup F^2 \cup F' \cup (F')^2 \). Let \( \{R_n\}_{n=0}^\infty \) be probability measures on \( (S, \mathcal{S}) \) such that \( \|R_n - R_0\|_G \to 0 \). Then \( \mathcal{L}^*(\nu^{R_n}) \to_w \mathcal{L}(G_{R_0}) \) in \( \ell^\infty(F) \).

**Proof.** The hypothesis and Lemma 2.2 imply, as in the proofs of (2.13) and (2.14) above, that
\[ d_{BL_1}(\mathcal{L}(G_{R_n}), \mathcal{L}(G_{R_0})) \to 0. \]

Now, this and Theorem 2.3 give, by the triangle inequality

\[ d_{BL_1}(\mathcal{L}(\nu_n^R), \mathcal{L}(G_{R_0})) \leq d_{BL_1}(\mathcal{L}(\nu_n^R), \mathcal{L}(G_{R_n})) + d_{BL_1}(\mathcal{L}(G_{R_n}), \mathcal{L}(G_{R_0})) \to 0. \]

For instance if \( R_n \) is taken to be \( P_n(\omega) \) then Corollary 2.7 gives an easy proof of the bootstrap CLT in [9] for these classes \( \mathcal{F} \). This is not too interesting in view of the general results in [9], but \( P_n(\omega) \) is not the only possible choice of \( R_n \) (e.g. one could take \( R_0 = P_\theta \) and \( R_n = P_{\hat{\theta}_n(\omega)} \) for a suitable estimator \( \hat{\theta}_n(\omega) \) of \( \theta \)). Another application of Corollary 2.7 is to show that its conclusion holds if \( H(R_n, R_0) \to 0 \) where \( H \) is Hellinger distance (see the proof of Corollary 1.7 in [19]).

In [19] Sheehy and Wellner consider uniformity of the CLT over subsets \( \Pi \) of \( \mathcal{P}(S) \). This is a more versatile concept than that of CLT\(_u\) considered here (see [19] for applications to the regularity of \( P_n \) as an estimator of \( P \)). It seems however too general to allow for a description as complete as that just obtained for CLT\(_u\). These authors prove (Theorem 1.2, [19]) that if \( \mathcal{F} \) satisfies Pollard’s metric entropy condition, then \( \mathcal{F} \) verifies the CLT uniformly in \( P \in \Pi \) for any class \( \Pi \) such that

\[
\lim_{\lambda \to \infty} \sup_{P \in \Pi} E_P F^2 I(F > \lambda) = 0.
\]

Not surprisingly, the method of proof of Theorem 2.3 above allows replacement of the metric entropy condition by a weaker intrinsically Gaussian condition:

**2.8. Theorem.** Let \( \Pi \subset \mathcal{P}(S) \) be a set of probability measures on \((S, S)\) and let \( \mathcal{F} \) be a class of measurable real functions on \( S, NLDM(P) \) for all \( P \in \Pi \). Let \( \overline{F} = F \vee 1 \), where \( F \) is the envelope of \( \mathcal{F} \). Assume

\[
\sup_{Q \in \mathcal{P}_f(S)} E\|Z_Q\|_{\mathcal{F}}/(E_Q\overline{F}^2)^{1/2} < \infty
\]

\[
\lim_{\delta \to 0} \sup_{Q \in \mathcal{P}_f(S)} E\|Z_Q\|_{\mathcal{F}^\delta(E_Q\overline{F}^2)^{1/2}, e_Q}/(E_Q\overline{F}^2)^{1/2} = 0
\]

and

(2.27)

\[
\lim_{\delta \to 0} \sup_{Q \in \mathcal{P}_f(S)} E\|Z_Q\|_{\mathcal{F}^\delta(E_Q\overline{F}^2)^{1/2}, e_Q} = 0
\]
\begin{align}
(2.28) \quad \lim_{\lambda \to \infty} \sup_{P \in \Pi} E_P F^2 I(F \geq \lambda) = 0.
\end{align}

Then \( F \in CLT(P) \) for all \( P \in \Pi \) and

\begin{align}
(2.29) \quad \sup_{P \in \Pi} E\|Z_P\|_F < \infty \quad \text{(hence} \quad \sup_{P \in \Pi} E\|G_P\|_F < \infty),
(2.30) \quad \lim_{\delta \to 0} \sup_{P \in \Pi} E\|Z_P\|_{F(\delta, e_P)} = 0 \quad \text{(hence} \quad \lim_{\delta \to 0} \sup_{P \in \Pi} E\|G_P\|_{F(\delta, e_P)} = 0)
\end{align}

and

\begin{align}
(2.31) \quad \lim_{n \to \infty} \sup_{P \in \Pi} d_{BL}(L_{\mathcal{P}, \mathcal{F}}\nu_n, \mathcal{F}(G_P)) = 0.
\end{align}

\textbf{Proof (Sketch).} (2.28) implies both

\begin{align}
(2.32) \quad 1 \leq c := \sup_{P \in \Pi} E_P F^2 < \infty
\end{align}

and

\begin{align}
(2.33) \quad \lim_{\lambda \to \infty} \sup_{P \in \Pi} E_P F^2 I(F \geq \lambda) = 0.
\end{align}

This and the usual truncation technique give

\begin{align}
(2.34) \quad \lim_{n \to \infty} \sup_{P \in \Pi} P\left\{ \left| \frac{E_P F^2}{\bar{F}^2} - 1 \right| > \varepsilon \right\} = 0
\end{align}

for all \( \varepsilon > 0 \). Truncation and symmetrization reduce the proof of

\begin{align}
(2.35) \quad \lim_{n \to \infty} \sup_{P \in \Pi} (P^N) \{ \| P_n - P \|_{(F)^2} > \varepsilon \} = 0 \quad \text{for all} \quad \varepsilon > 0
\end{align}

to proving

\begin{align}
(2.36) \quad \lim_{\delta \to 0} \lim_{n \to \infty} \sup_{P \in \Pi} (P_{\delta P}) \{ \sup_{f \in (F)^2} \left| \sum_{i=1}^n \varepsilon_i f(X_i) I(F(X_i) \leq (\delta n)^{1/2}/n) \right| > \varepsilon \} = 0.
\end{align}

Proceeding as in (2.5) this probability can be bounded from above by
\[
\frac{8(\delta \pi c)^{1/2}}{\varepsilon} \sup_{Q \in P_f(S)} E\|Z_Q\|_F/(E_Q \bar{F}^2)^{1/2} + P^N \{\frac{E_{P_n} \bar{F}^2}{E_P \bar{F}^2} > 2\}
\]

and this gives (2.36), hence (2.35) by the hypothesis (2.26) and by (2.34).

As in the proof of Claim 3 in Theorem 2.3,

\[
P^N \{\|\nu_n^P\|_{\mathcal{F}(\delta, e_P)} > 4\varepsilon\} \leq 2(1 - \delta^2/4\varepsilon^2) Pr_P \left\{ \left\| \sum_{i=1}^{n} \varepsilon_i \delta X_i / n^{1/2} \right\|_{\mathcal{F}(\delta, e_P)} > \varepsilon \right\}
\]

\[
\leq 2(1 - \delta^2/4\varepsilon^2) \left[ (Pr_P)^* \left\{ \left\| \sum_{i=1}^{n} \varepsilon_i \delta X_i / n^{1/2} \right\|_{\mathcal{F}(2^{1/2}\delta, E_{P_n} \bar{F}^2)^{1/2}, e_{P_n}} \right\} \right]
\]

\[
> \left( \frac{2}{3c} \right)^{1/2} \sqrt{\frac{\varepsilon}{(E_{P_n} \bar{F}^2)^{1/2}}} \right\}
\]

\[
+ (P^N)^* \{\|P_n - P\|_{(\mathcal{F}^2)^2} > \delta^2\} + P^N \{\left\| \frac{E_{P_n} \bar{F}^2}{E_P \bar{F}^2} - 1 \right\| > \frac{1}{2} \}
\]

and by Jensen’s inequality

\[
E_{\varepsilon} \left\| \sum_{i=1}^{n} \varepsilon_i \delta X_i / n^{1/2} (E_{P_n} \bar{F}^2)^{1/2} \right\|_{\mathcal{F}(2^{1/2}\delta, E_{P_n} \bar{F}^2)^{1/2}, e_{P_n}} \leq \sqrt{\pi/2} \sup_{Q \in P_f(S)} E\|Z_Q\|_{\mathcal{F}(2^{1/2}\delta, E_Q \bar{F}^2)^{1/2}, e_{Q_n}}/(E_Q \bar{F}^2)^{1/2}.
\]

Therefore, (2.34), (2.35) and hypothesis (2.27) give

\[
(2.37) \quad \lim_{\delta \to 0} \lim_{n \to \infty} \sup_{P \in \Pi} P^N \{\|\nu_n^P\|_{\mathcal{F}(\delta, e_P)} > \varepsilon\} = 0 \quad \text{for all} \quad \varepsilon > 0.
\]

This is the key step in the proof of (2.31).

Sudakov’s theorem and (2.26) imply \( \log N(\varepsilon(E_{P_n}(\omega) \bar{F}^2)^{1/2}, \mathcal{F}, e_{P_n}(\omega)) < C/\varepsilon^2 \) for all \( \varepsilon > 0 \) and some \( C < \infty \); on the other hand (2.35) and (2.32) imply that for \( P \in \Pi \),

\[
\sup_{f,g \in \mathcal{F}} |e_{P_n}^2(f,g)/E_{P_n} \bar{F}^2 - e_P^2(f,g)/E_P \bar{F}^2| \to 0 \quad P^N - \text{a.s.}
\]

These two observations then yield

\[
(2.38) \quad \sup_{P \in \Pi} \log N(\varepsilon, \mathcal{F}, e_P) \leq K/\varepsilon^2
\]
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for all $\varepsilon > 0$ and some $K < \infty$. Now, (2.38) gives, as in the proof of Claim 4, that both (2.29) and (2.30) hold. Finally, the limit (2.31) follows from (2.29), (2.30) and (2.37) as in Claim 5, by a finite dimensional result analogous to Lemma 2.1, easy to prove using that lemma together with a classical truncation argument (based on (2.28)), which we omit.

2.9. Example. In Section 3 we show that many interesting universal Donsker classes are $UPG_f$ and/or $UPG'_f$. Suppose that $\mathcal{H} \in UPG'_f$ and that its envelope $H$ is a bounded function. Let $F$ be any measurable function, and assume for simplicity that $F(s) \geq 1$, $s \in S$. Then the class $\mathcal{F} = \{Fh: h \in \mathcal{H}\}$ satisfies hypotheses (2.26) and (2.27) of Theorem 2.8, and therefore it satisfies the conclusion of that theorem for any class $\Pi$ for which $\sup_{P \in \Pi} E \|Z_P\|_{\mathcal{F}} < \infty$, where $c_f$ and $\tilde{\mathcal{F}}$ are as in Definition 2.5.

To verify (2.26) and (2.27), let $Q = \sum \alpha_i \delta_{s_i}$ with $\sum \alpha_i = 1$, $\alpha_i > 0$, and let $R = \sum \beta_i \delta_{s_i}$ with $\beta_i = \alpha_i F^2(s_i)/\sum \alpha_i F^2(s_i)$. Then

$$Z_Q(Fh)/(E_Q F^2)^{1/2} = \sum \alpha_i^{1/2} g_i F(s_i) h(s_i)/(\sum \alpha_i F^2(s_i))^{1/2} = Z_R(h),$$

and

$$e_Q^2(Fh_1, Fh_2) = \sum \alpha_i F^2(s_i)(h_1(s_i) - h_2(s_i))^2 = (E_Q F^2) e_R^2(h_1, h_2).$$

Hence (2.26) and (2.27) follow from (2.20) and (2.21) in the definition of $UPG'_f$.

Corollary 1.7 of [19] and Corollary 2.7 above extend to the classes of functions $\mathcal{F}$ that satisfy the hypotheses of Theorem 2.8 (with a proof similar to that of Corollary 2.7 above).

Finally we consider exponential bounds that work uniformly in $P$ for empirical processes indexed by universal bounded Donsker classes ([20]) and by $UPG'_f$ classes. We recall that $\mathcal{F}$ is a universal bounded Donsker class if the sequence $\{\|\nu^P\|_{\mathcal{F}}\}_{n=1}^{\infty}$ is stochastically bounded for all $P \in \mathcal{P}(S)$. Several equivalent definitions are given in [20] for these classes. In particular, a measurable class $\mathcal{F}$ is universal bounded Donsker if and only if $|c_f| < \infty$ for all $\mathcal{F} \in \mathcal{F}$ and $\sup_{P \in \mathcal{P}(S)} E\|Z_P\|_{\tilde{\mathcal{F}}} < \infty$, where $c_f$ and $\tilde{\mathcal{F}}$ are as in Definition 2.5.

For real random variables $\xi$ we define

$$\psi(\xi) = \inf\{c: E \exp(|\xi|^2/c^2) \leq 2\}.$$
ψ is the Orlicz pseudonorm corresponding to the Young function \(e^{x^2} - 1\).

### 2.10. Theorem

Let \(\mathcal{F}\) be a measurable universal bounded Donsker class of functions, let \(\widetilde{\mathcal{F}}\) be as in Definition 2.5, let \(M = \sup\{\text{median of } \|Z_P\|_{\widetilde{\mathcal{F}}}: P \in \mathcal{P}(S)\}\) and let \(\widetilde{F} = \sup_{f \in \widetilde{\mathcal{F}}} |f|\). Then

\[
\sup_{P \in \mathcal{P}(S)} \sup_{n \in \mathbb{N}} \psi(\nu_P^n) \leq (2\pi)^{\frac{1}{2}} (2\|\tilde{F}\|_{\infty} + (\log 2)^{-1/2} M).
\]

**Proof.** As mentioned above, the results in [20] show that both \(\|\tilde{F}\|_{\infty}\) and \(M\) are finite. Let, for \(P \in \mathcal{P}(S), M_P = \text{median of } \|Z_P\|_{\widetilde{\mathcal{F}}}\) and \(\sigma_P^2 = \sup_{f \in \widetilde{\mathcal{F}}} E(Z_P(f))^2\). Borell’s inequality ([2]), namely

\[
Pr\{|\|Z_P\|_{\widetilde{\mathcal{F}}} - M_P| > t\} \leq \exp\{-t^2/2\sigma_P^2\}, \quad t \in \mathbb{R}_+,
\]

implies that for \(\alpha \leq 1/(4\sigma_P^2)\),

\[
E \exp\{\alpha(|Z_P\|_{\widetilde{\mathcal{F}}} - M_P)^2\} = 1 + \int_1^{\infty} Pr\{||Z_P\|_{\widetilde{\mathcal{F}}} - M_P| > (\alpha^{-1} \log u)^{1/2}\} du
\leq 1 + \int_1^{\infty} u^{-1/2\alpha\sigma_P^2} du = 1 + [(2\alpha\sigma_P^2)^{-1} - 1]^{-1} \leq 2.
\]

Therefore

\[
\psi(\|Z_P\|_{\widetilde{\mathcal{F}}}) \leq \psi(\|Z_P\|_{\widetilde{\mathcal{F}}} - M_P) + \psi(M_P) \leq 2\sigma_P + (\log 2)^{-1/2} M_P.
\]

Then, since \(\sup_{P \in \mathcal{P}_f(S)} \sigma_P = \|\tilde{F}\|_{\infty}\), we obtain

\[
\sup_{P \in \mathcal{P}_f(S)} \psi(\|Z_P\|_{\widetilde{\mathcal{F}}}) \leq 2^{1/2}\|\tilde{F}\|_{\infty} + (\log 2)^{-1/2} M.
\]

If \(P_n'\) is an independent copy of \(P_n\) and \(\{\varepsilon_i\}, \{g_i\}\) are as in previous proofs, the uniformity of the bound (2.40), the norm properties of \(\psi\) and the convexity of the function \(e^{\|x\|_{\widetilde{\mathcal{F}}}^2}\) readily give (via the usual tools namely Jensen and Fubini):
ψ(||ν^P_n||_F) \leq ψ(n^{1/2}||P_n - P'_n||_{\tilde{F}}) \leq 2ψ\left(\left\|\sum_{i=1}^{n} \varepsilon_i \delta X_i / n^{1/2}\right\|_{\tilde{F}}\right)

\leq (2\pi)^{1/2}ψ\left(\left\|\sum_{i=1}^{n} g_i \delta X_i / n^{1/2}\right\|_{\tilde{F}}\right)

\leq (2\pi)^{1/2} (2\|\tilde{F}\|_\infty + (\log 2)^{-1/2} M)

for all \(n\) and \(P\). (Note the crucial role of uniformity for the estimate (2.40) in the last inequality of (2.41).)  

**Remark.** A similar result (and proof) also holds for an arbitrary type 2 operator between two Banach spaces.

**2.11. Corollary.** (a) If \(F\) is a measurable, universal bounded Donsker class then for all \(t > 0\),

\[
\sup_{P \in \mathcal{P}(S)} \sup_{n \in \mathbb{N}} P^n \{||\nu^P_n||_F > t\} \leq 2 \exp\{-t^2/2\pi(2\|\tilde{F}\|_\infty + (\log 2)^{-1/2} M)^2\}.
\]

(b) Let \(F\) be such that \(|c_f| < \infty\) for all \(f \in F\) and \(\tilde{F}\) is a measurable, \(UPG'_f\) class. Let for each \(\tau > 0\), \(M(\tau) = \sup\{\text{median of } ||Z_P||_{\tilde{F}(\tau, e_P)}: P \in \mathcal{P}_f(S)\}\) (which by definition tends to 0 at \(\tau \to 0\)) and let \(\overline{M} = \sup\{\text{median of } ||Z_P||_{(\tilde{F})^2}: P \in \mathcal{F}_f(S)\}\) (which is finite by (2.3) and the Slepian-Fernique lemma). Then inequality (2.42) holds and moreover, for all \(\delta > 0, t > \delta/2\) and \(n \in \mathbb{N}\),

\[
\sup_{P \in \mathcal{P}(S)} P^n \{||\nu^P_n||_{(\delta, e_P)} > 4t\}
\leq 4(1 - \delta^2/4t^2)^{-1}\left[\exp\{-t^2/2\pi(2 \cdot 2\delta^2 + (\log 2)^{-1/2} M(2^{1/2}\delta))\} + \exp\{-\delta^4 n/2\pi(8\|\tilde{F}\|^2_\infty + (\log 2)^{-1/2} \overline{M})^2\}\right].
\]

**Remark.** \(\overline{M}\) can be bounded in terms of \(M\) and \(\|\tilde{F}\|_\infty\). A possible way to proceed is as follows: By Borell’s inequality \(\overline{M} \leq 2^{-1} \pi^{1/2}\sigma + \sup_{P \in \mathcal{P}_f(S)} E||Z_P||_{(\tilde{F})^2}\) where \(\sigma^2 = \)
\[
\sup_{P \in \mathcal{P}(f)} \sup_{h \in (\tilde{F}')} \nu_h^2 \leq 4\|\tilde{F}\|_\infty^2, \text{ so that by (2.4) and the Slepian-Fernique lemma, } \mathcal{M} \leq 2\|\tilde{F}\|_\infty^2 \leq 4\|\tilde{F}\|_2^2 \leq c M_P \text{ for a universal constant } c \text{(again by Borell's inequality).}
\]

**Proof** (of Corollary 2.11). Inequality (2.42) follows directly from (2.39) and Markov's inequality applied to the random variable \(\exp\{\|\nu_n^P\|_2^2/\psi^2(\|\nu_n^P\|_\mathcal{F})\}\). To prove (2.43) we proceed in analogy with the proof of (2.6), which gives

\[
(2.44) \quad P^N \{\|\nu_n^P\|_{\tilde{F}'(\delta, e_P)} > 4t\} \\
\leq 2(1 - \delta^2/4t^2) \left[ Pr\left\{ \sum_{i=1}^{n} \varepsilon_i \delta X_i / n^{1/2} \|_{\tilde{F}'(2^{1/2} \delta, e_P)} > t \right\} \right. \\
+ \left. P^N \{\|\nu_n^P\|_{(\tilde{F}')^2} > \delta^2 n^{1/2}\} \right].
\]

Then we note that \(\sup_{f \in (\tilde{F}')^2} E(Z_{P_n}(f))^2 \leq 2\delta^2\) and that the median of \(\|Z_{P_n}\|_{(\tilde{F}')^2(\delta, e_P)}\) is bounded above by \(M(2^{1/2}\delta)\), so that we obtain, as in the proof of Theorem 2.10 and part (a) of this Corollary

\[
(2.45) \quad \sup_{P \in \mathcal{P}(f)} \sup_{n \in \mathbb{N}} Pr\left\{ \sum_{i=1}^{n} \varepsilon_i \delta X_i / n^{1/2} \|_{\tilde{F}'(2^{1/2} \delta, e_P)} > t \right\} \\
\leq 2 \exp\{-t^2/2\pi(2 \cdot 2\delta^2 + (\log 2)^{-1/2} M(2^{1/2}\delta))^2\}.
\]

Since \((\tilde{F}')^2\) is universal bounded Donsker by (2.4), direct application of inequality (2.42) gives

\[
(2.46) \quad P^N \{\|\nu_n^P\|_{(\tilde{F}')^2} > \delta^2 n^{1/2}\} \leq 2 \exp\{-\delta^4 n/2\pi(8 \cdot 4\|\tilde{F}\|_\infty^2 + \mathcal{M})^2\}.
\]

Now, (2.43) follows from (2.44)-(2.45). □

The constants in the above inequality are not best possible: the extraneous coefficient \(2\pi\) is due to the randomization procedure, which conceivably could be made more efficient;
the factor 2 of $\|\tilde{F}\|_\infty$ can be decreased at the expense of the coefficient 2 in front of the exponential. An advantage of these inequalities is that they apply in situations which are not covered by entropy conditions. Also (given, of course, the right ingredient from Gaussian theory—in this case, the deep Borell’s inequality) it is difficult to think of a simpler proof of a Kiefer type inequality for general empirical processes.

3. **Some uniform Donsker class of functions.** Let $N(\varepsilon, \mathcal{F}, e_P)$, $\varepsilon > 0$, denote the covering numbers of $(\mathcal{F}, e_P)$ (as defined in Claim 3 above). We then have:

### 3.1. **Proposition.** Let $\mathcal{F}$ be measurable and such that $\sup_{f \in \mathcal{F}} (diam f) < \infty$. Then the conditions

\begin{equation}
(3.1) \quad \sup_{Q \in \mathcal{P}_f(S)} \int_0^\infty (\log N(\varepsilon, \tilde{F}, e_Q))^{1/2} d\varepsilon < \infty
\end{equation}

and

\begin{equation}
(3.2) \quad \lim_{\delta \to 0} \sup_{Q \in \mathcal{P}_f(S)} \int_0^\delta (\log N(\varepsilon, \tilde{F}, e_Q))^{1/2} d\varepsilon = 0
\end{equation}

imply $\mathcal{F} \in UPG_f$ (hence also $\mathcal{F} \in UPG'_f$). Therefore, $\mathcal{F} \in CLT_u$.

**Proof.** Since $N(\varepsilon, \tilde{F}, e_Q) \geq N(\varepsilon, \mathcal{F}, e_Q)$ for all $Q$, Proposition 3.1 follows just from Dudley’s theorem on sample continuity of Gaussian processes ([4]; see also the version in [13] in terms of expected values), and from Theorem 2.3. \[\square\]

As a consequence of Proposition 3.1, if $\tilde{F}$ satisfies Pollard’s entropy condition

\begin{equation}
(3.3) \quad \int_0^\infty \sup_{Q \in \mathcal{P}_f(S)} (\log N(\varepsilon, \tilde{F}, e_Q))^{1/2} d\varepsilon < \infty,
\end{equation}

then $\mathcal{F} \in UPG_f$. In particular this is true if $\mathcal{F}$ is the class of indicators of a Vapnik-Cervonenkis family of sets ([5]).
3.2. Proposition. Let $\mathcal{F} = \{f_k\}_{k=2}^\infty$ with $\|f_k\|_\infty = o(1/\log k)^{1/2})$. Then $\mathcal{F} \in UPG$ (hence $\mathcal{F} \in UPG'$). Therefore $\mathcal{F} \in CLT_u$.

**Proof.** Let $a_k = (\log k)^{1/2}\|f_k\|_\infty \to 0$, $\bar{a} = \sup_{k \geq 2} a_k$, $\bar{a}_N = \sup_{k \geq N} a_k \to 0$. A classical computation shows that if $g_k$ are $N(0,1)$ (not necessarily independent) then

$$E \sup_k |a_k g_k| / (\log k)^{1/2} \leq c\bar{a}$$

for some $c < \infty$. Since $G_P(f_k) = (Var_P(f_k))^{1/2} g_k$ and $(E_P f_k^2)^{1/2} \leq a_k / (\log k)^{1/2}$, (3.4) gives

$$\sup_{P \in \mathcal{P}(S)} E\|G_P\|_{\mathcal{F}} < \infty.$$ 

Moreover, these observations also imply

$$E\|G_P\|_{\mathcal{F}'(\delta,\rho_P)} \leq 2E \sup_{k \geq N} |G_P(f_k)| + E_p \sup_{k,t \leq N, f_k - f_t \in \mathcal{F}'(\delta,\rho_P)} |G_P(f_k) - G_P(f_t)|$$

$$\leq 2c\bar{a}_N + \delta N^2.$$ 

So, for all $N$,

$$\lim_{\delta \to 0} \sup_{P \in \mathcal{P}(S)} E\|G_P\|_{\mathcal{F}'(\delta,\rho_P)} \leq 2c\bar{a}_N \to 0.$$ 

(3.5) and (3.6) imply $\mathcal{F} \in UPG$. 

Proposition 3.1 and 3.2 show that all the classes of functions considered in Figure 1 of [6] are uniform Donsker except perhaps (1.4)co (although it is obvious that if $\mathcal{F}$ is universal Donsker then so is its convex hull, we do not know if this property holds for uniform Donsker classes). So, there is a wide variety of classes $\mathcal{F}$ for which $CLT(P)$ holds uniformly in $P$. We may ask whether there are any uniformly bounded, universal Donsker classes of functions which are not $UPG'_f$ (hence, not $UPG_f$). The answer is positive, as the following example shows.
3.3. Example. Let $H$ be a separable infinite dimensional Hilbert space, and let $H_1$ be its unit ball with center $0 \in H$. Take $S = H_1$, $\mathcal{S}$ the Borel sets of $H_1$ and $\mathcal{F} = H_1$ acting on $S$ by inner product. Then $\mathcal{F}$ is universal Donsker since bounded random variables with values in $H$ satisfy the central limit theorem (e.g. [2], Sect. 3.7, and [8], Lemma 5.4 and Ch. 4). We show that $\mathcal{F} \notin UPG'_f$. Let $\{e_i\}$ be an orthonormal basis for $H$, and for each $N \in \mathbb{N}$,

$$Q_N = N^{-1} \sum_{i=1}^N \delta e_i.$$ 

Then, for $\delta^2 N \geq 2$ and for some $c > 0$ independent of $\delta$ and $N$, if $x_i = \langle x, e_i \rangle, x \in H$, we have

$$E\|Z_{Q_N}\|_{\mathcal{F}'(\delta, e_{Q_N})} = E \sup_{\|x\| \leq 2} \left( \sum_{i=1}^N g_i x_i \right) / N^{1/2} \leq \delta^2 N \sum_{i=1}^N g_i^2 / N^{1/2} \leq c(2 \wedge \sqrt{\delta^2 N}).$$

Hence,

$$\liminf_{\delta \to 0} \sup_{Q \in \mathcal{P}_f(S)} E\|Z_{Q}\|_{\mathcal{F}'(\delta, e_{Q})} \geq 2c,$$

i.e. $\mathcal{F} \notin UPG'_f$. (And, since $\mathcal{F}$ is uniformly bounded, $\mathcal{F}$ is not in $UPG_f$ either.)

So we have uniform Donsker $\iff$ universal Donsker. The situation is different for bounded Donsker classes. In fact we have from [20] that

$$\sup_{n} \sup_{P \in \mathcal{P}(S)} E_P \|\nu_n^P\|_{\mathcal{F}} < \infty \iff \sup_{P \in \mathcal{P}(S)} E \|G_P\|_{\mathcal{F}} < \infty \iff \sup_{n} E_P \|\nu_n^P\|_{\mathcal{F}} < \infty \quad \text{for all } P,$$

that is, uniform bounded Donsker $\iff$ universal bounded Donsker. Note also that universal bounded Donsker $\Rightarrow$ universal Donsker: take $\|f_k\| = 1/(\log k), k \geq 3$, in Proposition 3.2 to obtain a class that is universal bounded Donsker but not universal Donsker.
Obviously in Example 3.3 it is enough to take \( S = \{ e_i \}_{i=1}^{\infty} \). In this case it becomes the example of Proposition 6.3 of Dudley [6] (replacing \( I_{A(j)} \) by \( e_j \) in Dudley’s example constitutes only a reformulation of the same example).

Proposition 3.2 provides the natural candidates for classes \( F \) which are CLT and yet do not satisfy the entropy conditions (3.1) and (3.2) (after all, \( c_0 \) is the counterexample space!). It could be argued that this is a extreme type of classes \( F \) and therefore that (3.1) and (3.2) (or even the slightly stronger condition in [19]) do give all the CLT classes that will ever be needed. In fact we can even produce such classes in Hilbert space, which, from many points of view, is as far from \( c_0 \) as it can be. For this we use a result of Mityagin [14] on metric entropy of ellipsoids together with the following simple lemma.

**3.4. Lemma.** Let \( H \) and \( H_1 \) be as in Example 3.3, let \( S = \{ x_k: k \in \mathbb{N} \} \subset H \) with \( \| x_k \| \to 0 \), and let \( F = H_1 \), acting on \( S \) by inner product. Then \( F \in UPG_f' \).

**Proof.** To see this, let \( Q = \sum \alpha_k \delta x_k \) with \( \sum \alpha_k = 1, \alpha_k \geq 0 \). Then \( Z_Q = \sum \alpha_k^{1/2} g_k \delta x_k, \{ g_k \} \) i.i.d. \( N(0,1) \). We have

\[
(3.7) \quad E \| Z_Q \|_F = E \| \sum \alpha_k^{1/2} g_k x_k \| \leq (\sum \alpha_k \| x_k \|^2)^{1/2} \leq \sup_{k \in \mathbb{N}} \| x_k \|,
\]

and

\[
(3.8) \quad E \| Z_Q \|_{\mathcal{F}(\delta, e_Q)} = E \sup_{\alpha_k \sum \alpha_k (x_k, z) \leq \delta, \| z \| \leq 2} | \sum \alpha_k^{1/2} (x_k, z) g_k |
\]

\[
\leq E \sup_{\sum \alpha_k \sum \alpha_k (x_k, z) \leq \delta^2} \left\{ \sum_{k=1}^{n} \alpha_k^{1/2} (x_k, z) g_k + 2E \sup_{\| z \| \leq 1} \sum_{k=n+1}^{\infty} \alpha_k^{1/2} (x_k, z) g_k \right\}
\]

\[
\leq \delta E \left( \sum_{k=1}^{n} g_k^2 \right)^{1/2} + 2E \left\| \sum_{k=n+1}^{\infty} \alpha_k g_k x_k \right\| \leq \delta n^{1/2} + 2 \left( \sum_{k=n+1}^{\infty} \alpha_k \| x_k \|^2 \right)^{1/2}
\]

\[
\leq \delta n^{1/2} + 2 \sup_{k > n} \| x_k \|.
\]

Now, (3.7) gives \( \sup_{Q \in \mathcal{P}_f(S)} E \| Z_Q \|_F < \infty \) and (3.8) gives
\[
\lim_{\delta \to 0} \sup_Q E\|Z_Q\|_{\mathcal{F}^r(\delta,e_Q)} \leq \lim_{n \to \infty} \lim_{\delta \to 0} (\delta^{1/2} + 2 \sup_{k>n} \|x_k\|) = 0.
\]

Hence \( \mathcal{F} \in UPG'_f \). \( \square \)

It would be interesting to know exactly what compact subsets \( S \) of \( H \) verify the property that the CLT holds uniformly on all \( P \) with support in \( S \). Lemma 3.4 gives a class of compact sets for which this is true and shows that this property may be unrelated to \( S \) being a GC set since the sets in the lemma if we take \( x_k = b_k e_k \) with \( b_k \to 0 \) are GC if and only if \( b_k = o(1/(\log k)^{1/2}) \) (Dudley [4], Proposition 6.7).

3.5. Example. Let \( S \) and \( \mathcal{F} \) be as in Lemma 3.4 with \( x_k = b_k e_k \) and \( b_k = (\log k)^{-\delta/2} \) for some \( \delta \in (0,1) \) and \( k \geq 3 \). Although \( \mathcal{F} \in UPG'_f \) by Lemma 3.4, we will show that \( \mathcal{F} \) verifies

\[
(3.9) \quad \sup_{Q \in \mathcal{P}_f(S)} \int_0^\infty (\log N(\varepsilon,\mathcal{F},e_Q))^{1/2} d\varepsilon = \infty
\]

i.e. \( \mathcal{F} \) does not verify (3.1). To see this, we let \( P = \sum_{k=1}^\infty \alpha_k \delta b_k e_k \) with \( \alpha_k = c/k(\log k)^{1+\delta} \), and (3.9) will follow for the subset \( \{P_n(\omega)\} \) of \( \mathcal{P}_f(S) \), for some \( \omega \in \Omega \). The distance \( e_P \) is defined by the norm \( \|\|z\||^2 = c \sum_{k=1}^\infty z_k^2/k(\log k)^{1+2\delta} \). The metric entropy of the unit ball \( \mathcal{F} = H_1 \) with respect to \( e_P \) is the same as the metric entropy of the ellipsoid

\[
K = \left\{ u \in H : \sum_{k=1}^\infty k(\log k)^{1+2\delta} u_k^2 \leq c \right\}
\]

with respect to the Hilbert space norm (as is easily seen by the change of variables \( u_k = (c k(\log k)^{1+2\delta})^{-1/2} z_k \)). By Mityagin [14], §2, Theorem 3, this entropy is bounded below by \( \int_0^{1/2\varepsilon} t^{-1} m(t) dt \) with \( m(t) = \sup\{k: k^{1/2}(\log k)^{\delta+1/2} \leq \varepsilon \} \), that is

\[
\log N(\varepsilon,\mathcal{F},e_P) = \log N(\varepsilon,K,\|\|) \geq \varepsilon^{-2}(\log \varepsilon^{-1})^{-1-2\delta}.
\]

But the square root of this function is not integrable at zero, i.e.
\begin{equation}
\int_0^\infty (\log N(\varepsilon, \mathcal{F}, e_P))^{1/2} d\varepsilon = \infty.
\end{equation}

Now we notice that if \( P_n(\omega) = n^{-1} \sum_{i=1}^n \delta_{X_i(\omega)}, n \in \mathbb{N} \), is the empirical measures corresponding to \( P \),

\[
\sup \{ |e_{P_n(\omega)}^2(f, g) - e_P^2(f, g)| : f, g \in \mathcal{F} \} \leq 2 \sup_{\|z\| \leq 1} \left| \frac{\sum X_i}{n} \right|^2 - \left\langle \int x dP, z \right\rangle^2 \leq 4 \left\| \frac{\sum (X_i - EX_i)}{n} \right\| \rightarrow 0 \text{ a.s.}
\]

by the law of large numbers in \( H \). Therefore, for all \( \omega \) in a set of probability 1,

\[
\liminf_{n \rightarrow \infty} N(\varepsilon/2, \mathcal{F}, e_{P_n(\omega)}) \geq N(\varepsilon, \mathcal{F}, e_P).
\]

Then, Fatou’s lemma and (3.10) yield

\[
\infty = \int_0^\infty (\log N(\varepsilon, \mathcal{F}, e_P))^{1/2} d\varepsilon \leq \liminf_{n \rightarrow \infty} \int_0^\infty (\log N(\varepsilon/2, \mathcal{F}, e_{P_n(\omega)}))^{1/2} d\varepsilon \\
\leq 2 \sup_{Q \in \mathcal{P}(S)} \int_0^\infty (\log N(\varepsilon, \mathcal{F}, e_Q))^{1/2} d\varepsilon,
\]

i.e. \( \mathcal{F} \) does not satisfy (3.1).
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