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1 Ideals

1. Let b ∈ A such that ab ∼= 1 in A/I. Then, ab = 1 + c for some c ∈ I. Since c is nilpotent, ab = 1 + c
is unit; thus there exists d ∈ A such that abd = 1. So a is unit, whose inverse is bd. (If cn = 0, then
d = 1 + (−c) + (−c)2 + · · · (−c)n−1.)

2. Ideals of product ring is product of ideals in each ring. Let I = I1×· · ·×In be an ideal of A =
∏n
i=1Ai.

Then, A/I =
∏n
i=1Ai/Ii. Suppose that two of {Ii}ni=1 are proper, for example, I1 6= A1 and I2 6= A2.

Then, A/I contains aa = (0, a, · · · ) and bb = (b, 0, · · · ) for some nonzero a and b, hence aa · bb = 0.
This implies that A/I is not integral domain. Thus, if I is prime, then only one summand is proper.
So we may assume that I = (

∏n
j 6=iAj)× Ii. Then A/I ∼= Ai/Ii, so I is prime if and only if Ii is prime.

3. (a) Let I = ker f . Then B ∼= A/I. Thus, V (I) ∼= SpecB, which implies all maximal ideals of B has
its preimage in A. Thus, if x ∈ radA, then x in all maximal ideals containing I. Thus, f(x) is all
maximal ideals of B, which implies f(radA) ⊆ radB.

Counter example: A = Z, B = Z/4Z. Then, radA = 0, radB = (2).

(b) If A is semilocal, let m1, · · · ,mn are maximal ideals. Suppose that if 1 ≤ i ≤ s for some s ≤ n,
then mi ⊇ I. Otherwise, mi 6⊇ I. Then, let y ∈ radB. By surjectivity, ∃x ∈ A such that f(x) = y.
Thus, x ∈

⋂s
i=1mi. Then, x is a sum of products of form x1 · · ·xs such that xi ∈ mi for each i.

Now, I +mj = A if j > s, thus let 1 = ai + bi where ai ∈ mi and bi ∈ I for each s+ 1 ≤ j ≤ n.
Then, x1 · · ·xs = x1 · · ·xsas+1 · · · an + b for some b ∈ I. Thus, x ∈

∏n
i=1mi + I. Let x = x′ + b

where x′ ∈
∏n
i=1mi and b ∈ I. Then f(x) = f(x′). Thus, f(radA) ⊇ radB.

4. Let A be UFD. Take x be an irreducible element. Then by definition, ab ∈ (x) implies ab = cx for
some c. Now take unique factorization a = a1 · · · an, b = b1 · · · bm, c = c1 · · · cr, where each ai, bi, ci
are prime element. By uniqueness of factorization, a1 · · · anb1 · · · bm = c1 · · · crx, thus by definition of
UFD, x = ai or bi for some i. Thus, a ∈ (x) or b ∈ (x). This implies (x) is prime. Moreover, let
(a1) ⊆ (a2) ⊆ · · · be an ascending chain of principal ideals. Let a1 = pi11 · · · pinn . Then, a1 ∈ ai implies

ai = p
i′1
1 · · · p

i′n
n for ij < i′j . Thus, this sequence stabilizes after finitely many steps.

Conversely, the ascending chain condition implies that every nonzero nonunit can be expressible as
product of irreducibles; to see this, suppose x cannot have such product. Then x = ab for a, b neither
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irreducible nor unit. Then either y and z also cannot have such product. By applying the same
argument, we have infinite ascending chain of principal ideals, contradiction. Then, since irreducibles
are prime, using the argument in the book p.5, it has a unique factorization.

5. The fact that
⋂
λ Pλ is an ideal is clear. To see it is prime, let xy ∈

⋂
λ Pλ but both x and y are

not in the intersection. Then, x ∈ Pλ1 and y ∈ Pλ2 . Since it is totally ordered, we may assume that
Pλ1 ⊇ Pλ2 without loss of generality. Then, there exists Pλ1 which does not have x and Pλ2 which does
not have y. By the total order, without loss of generality we may assume Pλ1

⊇ Pλ2
, thus, Pλ2

does
not have x too. Hence it does not have xy by prime property. This implies xy 6∈

⋂
λ Pλ, contradiction.

Thus at least one of x or y is in the intersection. Hence it is prime.

For the second statement, let P :=
⋂
I⊆Pλ Pλ. We claim that it is also a prime ideal containing I and

it is the minimal element. Ideal is clear. Since the set of all prime ideals containing I is still totally
ordered, P is prime by the first statement. Now, if there is a prime ideal contained in P , then it should
included in the definition of P . Thus it is minimal.

6. Do induction. If n = 1, done. Suppose n ≥ 2. By inductive hypothsis, we can choose xi ∈ I \
⋃n
j 6=i Pi.

If one of xi is not in Pi, done. Otherwise, let x = x1 · · ·xn−1 + xn. We claim it is not in any Pi. First
of all, if x ∈ Pi for i < n, then since xi ∈ Pi, xn ∈ Pi, contradicting the construction of xn. If x ∈ Pn,
then x1 · · ·xn−1 ∈ Pn. If n = 2, x = x1 + x2, thus x1 ∈ P2, contradiction. If n ≥ 2, since Pn is prime,
one of xi with 1 ≤ i ≤ n− 1 should be in Pn, contradiction.

2 Modules

In the proof of Theorem 2.5, by tensoring A/m, we get

F ⊗A/m ∼= (A/m)n

and
ψ(M)⊗A/m⊕K ⊗A/m ∼= ψ(M)⊗A/m⊕K ⊗A/m ∼= M/mM ⊕K/mM

Lastly, since F and M has the same cardinality of minimal bases, by tensoring A/m, F/mF ∼= M/m as a
k-vector spaces. Thus,

M/m ∼= F ⊗A/m ∼= M/mM ⊕K/mM
which implies K = mK.

In the proof of Lemma 2, p.11, the meaning of “in view of what we have seen above” is came from the
condition ai 6∈

∑
j 6=iAaj . This shows 1− cii and cij are not units.

1. Let M = I. Then, by NAK with M = IM , we have a ∈ A such that a ≡ 1 mod I and aI = 0. Thus
let a = 1− e for some e ∈ I. Then, (1− e)I = 0 implies eI = I. Also, since e ∈ I, Ae ⊆ I. Conversely,
if f ∈ I, then (1− e)f = 0 implies f = ef ∈ Ae. Hence, Ae = I. Thus I is generated by e. Moreover,
e(1− e) = 0 implies e2 = e.

2. If x ∈ ann(M/IM), then xM ⊆ IM . Thus as a map x : M → M , theorem 2.1 gives xn + a1x
n−1 +

· · ·+ an−1x+ an = 0 as a map M →M . Hence, (xn + y)M where y = a1x
n−1 + · · ·+ an−1x+ an ∈ I.

Thus, (xn + y) − y ∈ ann(M) + I, therefore x ∈
√

ann(M) + I. Conversely, if x ∈ ann(M) + I, then
x− y ∈ annM , hence (x− y)M = 0 implies xM = yM ⊆ IM . Thus, x ∈ ann(M/IM).

3. Second isomorphism theorem of module gives (M + N)/N ∼= M/(M ∩ N). Since M + N is finite,
(M + N)/N is finite, therefore M/(M ∩N) is finite, and since M ∩N is finite, M is finite. Thus, N
is finite.

4. (a) For the first question, let m be a maximal ideal of A, and let φ : Am → An be an isomorphism
as A-module. Then, 1⊗φ : (A/m)

⊗
A

Am → (A/m)
⊗
A

An is also an isomorphism as A-module. If

we let k = A/m, a residue field, then (A/m)
⊗
A

Am ∼= (A/m)m =
⊕m

i=1 k
∼= km and by the same

argument (A/m)
⊗
A

An ∼= kn. And we already know that kn ∼= km as a vector space if and only

if n = m, using argument on the basis.
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(b) Assume m = r + 1. Then, from the given condition that (r + 1) × (r + 1) minor exists, n ≥ m.
Suppose m column vectors are linearly independent. Then, we may find m rows of C whose minor
is nonvanishing, from the definition of the rank as the largest k such that there is a nonzero k× k
minor. This contradicts to the fact that all m × m minor vanishes. So m columns should be
linearly dependent.

Now, suppose φ : Am → An be the isomorphism. Then we can represent φ as a n×m matrix. If
n > m, at most m rows are linearly independent since other minors do not exists; thus n rows of
φ are linearly dependent. Hence, we have a nonzero element b in Am such that φ(b) = 0. This
implies φ has a nonzero kernel, contradiction. Thus, n ≤ m. Do the same argument on An → Am

we have the desired answer.

(c) Suppose B = {v1, · · · , vn} be a minimal generator of An =
⊕n

i=1Aei. (From the standard
basis {ei}ni=1, we knows that B has cardinality n.) Then, each vi =

∑n
j=1 aijei for some aij , by

construction of An. Thus, by theorem 2.3.(iii), A = (aij) is an invertible matrix. And observes
that each column matrix is nothing but vi.

5. (a) Let α : F → L and β : F ′ → N be a surjection from free modules F and F ′. Then,

0 F F ⊕ F ′ F ′ 0

0 L M N 0

and all four maps except F ⊗ F ′ → M are surjection. (The map F ⊗ F ′ → M determined by
Horseshoe lemma in Homological algebra, since we may regard α and β be a map inside of a
projective resolution of each L and N .) Then, five lemma gives F ⊕F ′ →M is surjective. Hence,
M has finite presentation.

(b) Again, let α : F → L and β : F ′ →M be surjective maps with canonical embedding, i.e., sending
canonical basis to set of generators. Then, we can induce φ : F → F ′ as follow; since g : L→ M
is injective, for each generator ξj of L, if g(ξj) =

∑q
i=1 aiωi for some ai ∈ A and generating set

{ωi}qi=1 of M , we let φ(ej) = (a1, · · · , aq). So we may have

0 F F ′

0 L M

which is a commuting diagram. Now, take cokernel of φ, then we have a commuting diagram of an
exact sequence

0 F F ′ cokerφ 0

0 L M N 0

φ

where cokerφ→ N is defined by (a1, · · · , aq)+φ(F ) 7→
∑q
i=1 aif(ωi) where f is the map M → N . This

is well-defined, since if (a1, · · · , aq) + φ(F ) = (a′1, · · · , a′q) + φ(F ), then (a1, · · · , aq) + b = (a′1, · · · , a′q)
for some b ∈ φ(F ), thus sending b through F ′ → M → N is zero, therefore both (a1, · · · , aq) and
(a′1, · · · , a′q) are sent to

∑q
i=1 aif(ωi).

Now apply five lemma again to conclude that cokerφ → N is surjection, therefore F ′ → cokerφ → N
is composition of surjection, thus surjection. Thus N is finitely presented.

3 Chain Conditions

3.1.(i): if n2 ∈ N2, then n2 +N2 ∩M ′ = n1 +N1 ∩M ′ from φ(N1) = φ(N2, thus n := n2 − n1 ∈ N2 ∩M ′ =
N1 ∩M ′ implies n2 = n+ n1 ∈ N1. Hence, N2 ⊂ N1, which implies N2 = N1.
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(ii): Given ascending (or descending) chain Mi, take n1 such that Mi∩M ′ stabilizes from Noetherian (or
Artinian) of M ′, and take n2 such that Mi/Mi∩M ′ stabilizes from Noetherian (or Artinian) of M ′′ ∼= M/M ′.
Then for n > maxi=1,2 ni, the assumption of (i) holds.

(iii) Use induction on 0→ A→ An → An−1 → 0.
In the proof of theorem 3.2, NAK can be applied as a contrapositive of the corollary in this textbook.

Also, M/pi is finite dimensional, since M and Mpi are Artinian module, and every vector space with infinite
dimension does not have Artinian property.

For theorem 3.7, (ii), IB where I is an ideal of A is actually a right ideal of B. Also, for (iii), IB has two
sided ideal structure since for any ab ∈ IB and c ∈ B, cab = acb = a(cb) since I ⊂ A ⊂ Z(B), the center of
B.

1. Let φ : A→ ⊕ni=1A/Ii as a 7→ (a, · · · , a). Then, kerφ = 0, since kerφ =
⋂
i Ii. Thus, A ∼= φ(A) as an

A-module. Since direct sum of Noetherian modules are also Noetherian, A is a Noetherian A-module,
which implies A is Noetherian ring since all submodules of A are just all ideals.

2. Let πA : A ×C B → A, πB : A ×C B → B be a natural projection. First of all, these are surjective;
to see this, let a ∈ A. Then, for f(a) ∈ C, ∃b ∈ B such that f(a) = g(b) by surjectivity of g. Thus,
(a, b) ∈ A ×C B, which implies πA(a, b) = a. Likewise, πB is surjective by surjectivity of f . Then,
think kerπA and kerπB . We claim that kerπA ∩ kerπB = (0). To see this, if (a, b) ∈ kerπA ∩ kerπB ,
then πA(a, b) = a = 0 and πB(a, b) = b = 0, thus (a, b) = (0, 0). Moreover, A ×C B/ kerπA ∼= A and
A×C B/ kerπB ∼= B are Noetherian. Thus, by 3.1, A×C B is Noetherian.

3. Let I be a nonzero ideal. Then, I ⊂ m = (m). Since I is nonzero, there exist n ∈ N such that mn ⊇ I
but mn+1 6⊇ I. To see this, first of all, when n = 1, I ⊂ m, done. For n = 2, there are two possible
cases, whether I ⊂ m2 or not. If I is inside of m2, increase n. Otherwise, set n = 2. By this procedure,
if this procedure does not stop at finitely many time, it means that I is contained in all powers of m,
which implies I = 0, contradiction.

Now, from mn+1 6⊇ I, let a ∈ I \ mn+1. If such a does not exists, then I \ mn+1 = ∅ which implies
I ∩ mn+1 = I, thus I ⊂ mn+1,contradicting the assumption that mn+1 6⊇ I. Then, a ∈ mn, thus
a = rmn. Now r ∈ A \ m, otherwise a ∈ mn+1, contradiction. Since A is local, r is unit, thus
(a) = (mn). This implies (mn) ⊇ I. Thus, by assumption, (mn) = I.

Hence, every ideal I is finitely generated since it is power of the maximal ideal, thus it is Noetherian.

4. Since II−1 = A, thus ∃ finitely many xi ∈ I and yi ∈ I−1 such that 1 =
∑n
i=1 xiyi. Now we claim

that I =
∑
xiA. To see this, since I is A-submodule, I ⊇

∑
xiA is clear. Conversely, for any x ∈ I,

x = x · 1 =
∑n
i=1 x · xiyi. Thus, x is sum of xxiyi = (xyi)xi. Since x ∈ I, yi ∈ I−1, xyi ∈ A for any i,

thus (xyi)xi ∈
∑
xiA therefore x ∈

∑
xiA.

5. Let I be an ideal of A. Since A ⊂ K, definitely I is a A-submodule of K, and I is definitely fractional
ideal since for any a ∈ A ⊂ K, aI ⊂ A. Now suppose I is invertible. Then, by 3.4, I is finitely
generated, say I = (a1, · · · , an) ⊂ A. Now we claim that I−1 := (1/a)A, where a = h.c.f{a1, · · · , an}.
To see this, first of all, definitely ai/a ∈ A, thus 1/a ∈ I−1. Conversely, if b/c ∈ I−1, where b and c
are coprime, then aib/c ∈ A for all i implies ai/c ∈ A for all i, thus c divides a, hence a = cr for some
r ∈ A, thus b/c = br/cr = br/a ∈ (1/a)A. Now,

II−1 = (a1/a, · · · , an/a) = A.

by invertibility of I. Thus, there exists bi ∈ A such that 1 =
∑n
i=1(biai)/a. Thus, a ∈ I. Since

ai/a ∈ A, this implies (a) ⊇ I. Thus, I = (a), which implies that I is principal.

6. Suppose kerφ 6= 0. Let In = {a ∈ A : φn(a) = 0} and I0 = 0. Then, I1 = kerφ. We claim that for
each i ≥ 0, Ii+1 ) Ii. For i = 0, it holds by the given assumption. For i > 0, suppose it holds for all
0 ≤ j < i. Then, Ii 6= 0. We claim that for any a ∈ Ii \ Ii−1, φ−1(a) 6∈ Ii. Suppose there is b ∈ Ii such
that φ(b) = a. Then, 0 6= φi−1(a) = φi(b) = 0, contradiction. Thus, Ii+1 ) Ii since b ∈ Ii+1, done.

Thus, {Ii}∞i=0 form an infinite ascending chain of ideals, contradicting the fact that A is Noetherian.
Hence, φ is injective. Thus, φ is bijective, meaning that it is automorphism of A.
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7. Let M be a finite A-module. Then we may assume that M =
∑n
i=1Aωi for some ωi ∈ M,n ∈ N.

Then, we have a map An →M by (a1, · · · , an) 7→
∑n
i=1 aiωi. This is surjective by construction, thus

0→ kerφ→ An →M → 0

is a short exact sequence. Since kerφ is a submodule of An, which is still Noetherian since it is a
submodule of a direct sum of Noetherian module A, kerφ is finitely generated, say kerφ =

∑m
i=1Aζi

for some ζi ∈ An. Then, we can have a map ϕ : Am → kerφ by sending (a1, · · · , am) into
∑m
i=1 aiζi.

This is surjective. By identifying kerφ as a submodule of An, this induces a sequence

Am
ϕ−→ An

φ−→M → 0.

We claim that it is exact. Notes that Imϕ = kerφ, and Imφ = M , which is a kernel of the zero map
M → 0. Thus, it is exact. Hence, M is finitely presented.

Conversely, if A is not Noetherian, then there is an ideal I which is not finitely generated. Let M = A/I.
Then, we have a natural exact sequence

0→ I → A→ A/I = M → 0.

And A is finitely generated. Thus, contrapositive of theorem 2.6 says that since I is not finitely
generated, M is not finitely presented.

4 Localisation and Spec of a ring

For Corollary 3 in p.24, take B = AS . Corollary 4 is special case of corollary 3. If f : A → B, then
af : SpecB → SpecA.

In the proof of theorem 4.10 (ii), you can choose suitable D(a) by (i). Also, the meaning of “applying (i)
with r = 0” implies that take U0 for K, then p ∈ U0, thus V = U0 is an open neighborhood of p such that
Kq = 0 for all q ∈ V .

1. Let I be primary. Then, suppose xy ∈
√
I. This implies xnyn ∈ I for some n ∈ N. Since I is primary,

xn ∈ I or ynm ∈ I for some m > 0. Thus, x ∈
√
I or y ∈

√
I by definition of radical. Thus,

√
I is

prime.

Now suppose A ) I ⊇ mv. Then,
√
I ⊇
√
mv = m implies

√
I = m. This implies m ⊇ I ⊇ mv. Now

suppose xy ∈ I but x 6∈ I. Since I ⊆ m, there are two cases.

Case 1: If x 6∈ m, then y ∈ m, thus yv ∈ I.

Case 2: If x ∈ m \ I, then there are two cases; if y 6∈ m, then xv ∈ I implies that xy satisfies primary
condition. If y ∈ m, then still yv ∈ I, thus xy satisfies primary condition.

Hence, in any case, I satisfies the condition (2) of the definition of primary ideal.

2. Let a ∈ PnAP ∩ A. Then, by letting f : A → AP , f(a) = a/1 ∈ Pn. Thus, a/1 = pn/s for some
p ∈ Pn and s ∈ A \P . Thus, ta ∈ Pn ⊂ P for some t ∈ A \P . Since t 6∈ P , this implies a ∈ P . Hence,
PnAP ∩A ⊂ P . Moreover, if an ∈ PnAP ∩A, then an ∈ P by the same argument, thus a ∈ P since P
is prime. Hence,

√
PnAP ∩A ⊆ P . Conversely, a ∈ P implies an ∈ Pn, thus f(an) ∈ PnAP , therefore

an ∈ PnAP ∩A, thus P ⊆
√
PnAP ∩A. Hence,

√
PnAP ∩A = P .

Now notes that I = PnAP is an ideal containing power of maximal ideals of AP , thus it is PAP
primary by Exercise 4.1. By the correspondence (Theorem 4.1), thus PAP ∩A is primary.

3. By Theorem 4.1, we have a one-to-one correspondence between Spec(S−1A) and S−1X := {p ∈
Spec(A) : p ∩ S = ∅} given by aφ (contraction) and extension of prime ideal, where let φ : A→ AS .

To show homeomorphism, since we already knows that aφ is continuous, we want to show that aφ is
also closed map. Let V (a) be closed set in Spec(S−1A) for some ideal a of S−1A. Then,

aφ(V (a)) = {pc : p ∈ V (a)} = {q ∈ S−1X : q ⊇ φ−1(a)} = V (φ−1(a)) ∩ S−1X.

Thus, if a is proper, then φ−1(a) is also a proper ideal, thus V (φ−1(a)) ∩ S−1X is closed in S−1X as
subspace topology. This shows that φ is closed map, thus homeomorphism.
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4. From the section 1, we already knows that V (I) and Spec(A/I) has one-to-one correspondence. More-
over, this correspondence is from aφ where φ : A → A/I canonical ring morphism. Thus, aφ is
bijective continuous, thus it suffices to show that aφ is closed. To see this, for given ideal a of A/I
from a ∈ Spec(A),

aφ(V (a)) = {p ∈ Spec(A) : p ⊇ a} = V (a)

thus done.

5. Given an open covering {Uλ}λ∈Λ, let V (Iλ) = SpecA \Uλ for some ideal Iλ. (This is possible since all
closed sets in SpecA are of form V (I) for some ideal I.) Then,

SpecA =
⋃
λ∈Λ

Uλ =
⋃
λ∈Λ

V (Iλ)c =

(⋂
λ∈Λ

V (Iλ)

)c
=⇒

⋂
λ∈Λ

V (Iλ) = 0

by De Morgan’s law. Thus, from p.24,
⋂
λ∈Λ V (Iλ) = V (

∑
λ∈Λ Iλ) = 0. So

∑
λ∈Λ Iλ = (1). Hence,

1 =
∑n
j=1 ajiλj for some n ∈ N, aj ∈ A, iλj ∈ Iλj and λj ∈ Λ. Hence,

0 = V (
n∑
j=1

Iλj ) =

n⋂
j=1

V (Iλj ) =⇒ SpecA =

 n⋂
j=1

V (Iλj )

c

=
n⋃
j=1

Uλj .

Hence, the given cover has a finite subcover {Uλj}nj=1, done.

6. If X = Spec(A) is disconnected, then there is two disjoint clopen sets whose union is X = Spec(A).
Thus X = V (I)∪V (J) for some ideal I and J with V (I)∩V (J) = ∅. Thus, V (I+J) ⊆ V (I)∩V (J) = ∅.
Hence I+J does not lie in any prime ideal, thus it cannot be a proper ideal; otherwise it has a maximal
ideal containing itself. Thus I+J = A. Also, X = V (I)∪V (J) = V (IJ). This implies IJ is contained
in any prime ideal, hence IJ ⊆ nil(A). Also, from the coprime condition of I and J , IJ = I ∩ J (see
[2][p.7].)

Now let a ∈ I, b ∈ J such that a+b = 1. (Notes that a, b are nonzero and not 1.) Then, ab is nilpotent,
thus ∃n ∈ N such that anbn = 0. Now think about (a+ b)2n. Then, we can let

e1 = a2n+

(
2n

1

)
a2n−1b+· · ·+

(
2n

n− 1

)
an+1bn−1, e2 =

(
2n

n+ 1

)
an−1bn+1+· · ·+· · ·

(
2n

2n− 1

)
ab2n−1+b2n.

Then, e1 + e2 +
(

2n
n

)
anbn = e1 + e2 = 1 and e1e2 = 0 since every term in e1e2 contains anbn. Hence,

e1(1− e1) = 0 implies e1(e1−1) = 0 thus e2
1 = e1. Similarly, e2

2 = e2. Also we know that e1 ∈ I, e2 ∈ J
thus they are nontrivial idempotent.

7. Notes that any ideal of A×B can be identified as I × J , since for given ideal Q of A×B, πA(Q) form
an ideal of A, since for any (a, b) ∈ Q and (a′, b′) ∈ A × B, (a, b) · (a′, b′) = (aa′, bb′) ∈ Q implies for
any a ∈ πA(Q), a′ ∈ A, aa′ ∈ πA(Q).

Now given a prime ideal I ×J , let I is proper. Then, we claim I is prime of A and J = B. To see this,
if aa′ ∈ I, then (aa′, b) ∈ I × J , thus (a.1) · (a′, b) ∈ I × J implies (a, 1) ∈ I × J or (a′, b) ∈ I × J . In
any case, a ∈ I or a′ ∈ I, thus I is prime.

Moreover, A × B/I × J ∼= A/I × B/J . However, direct product of integral domain is not integral
domain, since (0, s)× (t, 0) = (0, 0). Hence, J = B since I is proper.

8. ⊇ is clear. To see the other side, let a ∈ NS ∩ N ′S . Then, a = n/s = n′/s′ where n ∈ N, s ∈ S
and n′ ∈ N, s′ ∈ S. Thus, n(ts′) = n′(st) for some t ∈ S. Thus, n(ts′) ∈ N ∩ N ′. This implies
a ∈ (N ∩N ′)S , since a = n(ts′)/s(ts′).

9. Before proving this, we claim
V (I) ⊇ V (J) ⇐⇒

√
I ⊆
√
J.

This came from the fact that
√
I =

⋂
p∈V (I) p. (p.3 of the textbook.)
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Now, given a descending chain of closed sets in SpecA can be denoted as

V (I1) ⊇ V (I2) ⊇ · · · .

This induces
√
I1 ⊆

√
I2 ⊆ · · · , which is an ascending chain of ideals in A, which is Noetherian, thus

stabilizes at some points. Hence, the chain V (I1) ⊇ V (I2) ⊇ · · · also stabilizes at some point.

10. Suppose V (p) = V1 ∪ V2 for some closed set V1 and V2. By definition of Zariski topology, we may
assume V1 = V (a) and V2 = V (b) for some ideal a and b. Now, let q ∈ V (p). Then, q ⊇ p and q ⊇ a
or q ⊇ b. Thus, q ⊇ a∩ b. When q = p, then p ⊇ a∩ b. Since p is prime, this implies one of a and b is
contained in p. WLOG, assume p ⊇ a. Then, V (a) ⊇ V (p), thus V (a) = V (p). This shows that V (p)
is irreducible.

Conversely, suppose V be an irreducible closed set. Again, by definition, V = V (a). We may assume a
is radical. Suppose that a is not prime. Then, ∃a, b ∈ A such that ab ∈ a but a, b 6∈ a. Now, we claim
V (a) = V (〈a, a〉) ∪ V (〈a, b〉). To see this,

V (〈a, a〉) ∪ V (〈a, b〉) = V (〈a, a〉 ∩ 〈a, b〉) = V (〈a, a〉〈a, b〉) = V (a).

Moreover, 〈a, a〉 6= a, 〈a, b〉 6= a, which shows that V (a) is not irreducible, contradiction.

11. See Hartshorne, Proposition 1.5.

12. By 4.10 and 4.11, since V (I) is a closed set in SpecA, V (I) can be written as a finite union
⋃n
i=1 V (pi)

for some prime ideals pi. Now we may assume that any two of prime ideals pi and pj are not contained
in each other. (If it was, then get rid of the smaller one.) Now we claim {pi}ni=1 is a set containing all
minimal elements in V (I). Suppose a prime ideal P ∈ V (I) is minimal. Then, from V (I) =

⋃n
i=1 V (pi),

P ∈ V (pi) for some i, thus P ⊇ pi. By minimality of P , P = pi. Thus all minimal elements are in
{pi}ni=1. Hence V (I) has only finitely many minimal elements.

5 The Hilhert Nullstellensatz and first steps in dimension theory

In Example 1, to see that every PID A which is not a field is 1-dimensional, suppose that; then since it is
not a field, definitely it has nonunits, thus one may form a nonzero maximal ideal. Moreover, since PID is
integral domain, (0) is prime. Thus, dimA ≥ 1. Now let p be a nonzero prime ideal. Then p = 〈a〉. Now
take maximal ideal m = 〈m〉 containing p. This implies a = mb for some b ∈ A. Since p is prime, whether m
or b should be in p. If m ∈ p, then a = m, done. If b ∈ p, then b = ac for some c ∈ A, thus a = mac. Thus,
a(1−mc) = 0. Since A is domain, this implies 1 = mc, so m is unit, contradiction.

In the proof of theorem 5.5, one may identify that {m : m ⊇ I} as a set of all algebraic zeros of I. Thus,
if f is in the righthandside, then f vanishes on all algebraig zeros of I, thus Nullstellensatz implies that
f ∈
√
I.

In the proof of theorem 5.6, the residue class of X1 is not algebraic over k, otherwise there exists
f(X)1) ∈ Pr−1, which implies that Pr−1 ∩ S 6= ∅, contradiction.

In the proof of theorem 5.8, Xn is complement of Un−1, since Ur ⊇ Ur−1 for any r.

1. Let k be a field, R = k[X1, · · · , Xn] and let P ∈ SpecR. Then htP + cohtP = n.
The proof follows the argument in the hint.

Proof. Let xi be the image of Xi in R/P . Then R/P = k[x1, · · · , xn] is an integral domain. Then
theorem 5.6 says that cohtP = tr.degkk(x1, · · · , xn) where k(x1, · · · , xn) is the field of fraction of
R/P . By following hints, let r = tr.degkk(x1, · · · , xn). Then, we may assume that {x1, · · · , xr} is
a transcendence basis of k(x) over k. Notes that by the assumption X1, · · · , Xr 6∈ P . Moreover,
S = k[X1, · · · , Xr]−{0} is disjoint with P as subsets of R since x1, · · · , xr form a transcendence basis.
Thus, RP ∼= S−1RS−1P since R \ P ⊇ S. This implies

k[X1, · · · , Xn]P ∼= k(X1, · · · , Xr)[Xr+1, · · · , Xn]S−1P .
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By the 1-1 correspondence of prime ideals, S−1P is still a prime ideal and htP = htS−1P .

If r = 0, then x1, · · · , xn are algebraic over k. Thus, the kernel pi of the map k[X1, · · · , Xn] →
k[x1, · · · , xi, Xi+1, · · · , Xn] gives the strictly increasing chain of prime ideals 0 ( p1 ( · · · ( pn = P .
This shows htP ≥ n. Also, by the corollary of theorem 6, htP ≤ n. In case of r > 1, just do the same
argument on the xr+1, · · · , xn to get the same conclusion.

2. A zero dimensional Noetherian ring is Artinian.
The proof follows the argument in the Atiyah-Macdonald.

Proof. Let A be a zero dimensional Noetherian ring. By theorem 6.5, Ass(A/0) = Ass(A) is finite.
Hence, (0) has finitely many minimal prime ideals. Since dimA = 0, these are all maximal ideals. Thus,
Supp(A) = Ass(A) = {mi}ki=1 for some k < ∞. Therefore A has only finitely many prime ideals. By

p.3 of the textbook, nil(A) =
⋂k
i=1 mi is the intersection of all prime ideals which are finitely many.

Let (x1, · · · , xn) = nil(A). Then, there exists N > 0 such that xNi = 0 for all i = 1, · · · , n by taking
N be the maximal t such that xti = 0 for some t > 0. Thus, nil(A)nN+1 = 0 since for any element

x ∈ nil(A), y =
∑n
i=1 aixi for some ai ∈ A, thus ynN =

∑
j1+···+jn=nN+1 cj1,··· ,jnx

j1
1 · · ·xjnn = 0 since

one of ji > N by the pigeonhole principle. Hence, nil(A) are nilpotent. By abuse of notation, let
N = nN + 1 such that nil(A)N = (0). Then,

k∏
i=1

mNi ⊆ (

k⋂
i=1

mi)
N = nil(A)N = (0).

Then consider a chain

A ⊇ m1 ⊆ m1m2 ⊆ · · · ⊆ m1m2 · · ·mk ⊆ m2
1m2 · · ·mk ⊆ · · · ⊆ mN1 mN1 · · ·mNk = 0

Then, each fraction of incident two elements forms a vector space over A/mi for some i. Since each
mi is finitely generated (from the Noetherian condition) all vector spaces arised in the fraction are
finite dimensional. Hence, we can add a submodule between them which lift such vector spaces. This
gives a composition series with a finite chain. Hence, l(A) < ∞. This implies A has a descending
chain condition, since for any chain of ideal, we can make another chain by intersecting with the finite
composition which stabilizes.

6 Associated primes and primary decomposition

In proof of Theorem 6.2., Noetherian assumption is needed; if p is infinitely generated by {ai}, then this
implies that tiaix = 0 since P is AssAS (M). So, without Noetherian assumption,

∏
ti may not exists since

it is infinite product.
In proof of Theorem 6.3, for P ∈ Ass(M), let P = ann(x). Then N = Ax gives desired N . Moreover, we

need one more claim;

Claim 1. If N ⊂ M be a submodule, then suppose P ∈ Ass(M) and P = ann(x) for some x ∈ N ⊂ M .
Then, P ∈ Ass(N).

Proof. Suppose not. Then P ′ ∈ Ass(N) such that P ′ ) P . Then, let P ′ = ann(y) for some y ∈ N ⊂ M .
Then, P 6∈ Ass(M) since P is not maximal element anymore, contradiction.

For Theorem 6.6,

Claim 2. If M is finitely generated module,
√

ann(M) =
⋂
P∈Ass(M) P .

This is needed for V (P ) =⇒ P =
√

ann(M/N)
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Proof. One inclusion is clear. For the other inclusion, suppose x ∈
⋂
P∈Ass(M) P . Then, we claim Mx = 0.

Suppose not; then by Theorem 6.1(i), P ∈ Ass(Mx) for some prime ideal P . Then, from Theorem 6.2, P ∈
Ass(Mx) = Ass(M) ∩ Spec(Ax). Thus, there is an associate prime of M do not containing x, contradiction;
hence for any m ∈M , existsnm ∈ N such that xnmm = 0. Since M is finitely generated, suppose {mi} are
generator. Then x

∑
i nmi ∈ ann(M), done.

For Theorem 6.7, M →M/N ⊕M/N ′ induces the injective map M/N ∩N ′ ↪→M/N ⊕M/N ′.
For Theorem 6.8, proof of (ii), we use below claim

Claim 3. If Q is P1-primary then Q : M is primary of P1.

Proof. Let xy ∈ (Q : M) = ann(M/Q). Suppose y 6∈ (Q : M). Then, xy(M/Q) = 0 but y(M/Q) 6= 0, thus
if we let φ̄x : M/Q→M/Q by m 7→ x ·m, then

φ̄x ◦ φ̄y = φ̄xy = 0.

Since φ̄y is nonzero, ker φ̄x ⊇ Im(φ̄y) 6= 0. Hence φ̄x has nonzero kernel, thus x is zero divisor of Q. Since
Q is primary, ∃n ∈ N such that φ̄xn = 0. Thus, xnM ⊆ Q, which implies xn ∈ (Q : M). Thus (Q : M) is
primary.

Moreover, P v1M ⊂ N1 for some v are came from the proof of Exercise 3.3, or, you can use Proposition 7.14
of [2]. For the last sentence, y 6∈ N1, thus for any a ∈ A, if ay ∈ N1, then avM ⊆ N1 for some v. However, in
this case, ay ∈ N1 means that ay = 0 since

⋂r
i=1Ni = 0. Thus, it implies that ann(y) ⊆

√
ann(M/N1) ⊆ P1.

1. Find Ass (M) for the Z -module M = Z⊕ (Z/3Z).

Proof. ann((x, y)) = (0), ann((0, z)) = (3) for any nonzero x ∈ Z, z ∈ Z/3Z and any y ∈ Z/3Z. Hence,
AssM = {(0), (3)}. Or use 0→ Z→ Z⊕ Z/3Z→ 0 with Theorem 6.3.

2. If M is a finite module over a Noetherian ring A, and M1,M2 are submodules of M with M = M1 +M2

then can we say that Ass(M) = Ass (M1) ∪Ass (M2)?

Proof. No. For example, given M in above exercise, set M1 = M,M2 = Z⊕ 0. Then, M1 +M2 = M
but Ass(Mi) = {(0)} for both i.

3. Let A be a Noetherian ring and let x ∈ A be an element which is neither a unit nor a zero-divisor;
prove that the ideals xA and xnA for n = 1, 2 . . . have the same prime divisors:

AssA(A/xA) = AssA (A/xnA)

Proof. First of all, if P ∈ Ass(A/xnA), then P = ann(y/xnA) for some y ∈ A. Thus, Py ⊆ xnA ⊆ xA,
thus P = ann(y/xA). This implies Ass(A/xnA) ⊆ Ass(A/xA) for any n. Thus it suffices to show the
other inclusion.

Next, 0 → kerφ → A/xnA
φ−→ A/xA → 0 is exact. We knows that kerφ is the ideal x(A/xnA) of

A/xnA. We claim kerφ ∼= A/xn−1A; to see this, think the map A → xA → x(A/xnA) where the
first morphism is just multiplication by x and the second one is canonical morphism. Then, if a is in
the kernel of the composition of maps, then xa = xnb for some a, b ∈ A. Since x is not zero divisor,
x(a − xn−1b) implies a = xn−1b. Hence, the kernel is xn−1A. Then apply the first isomorphism
theorem.

Hence, 0→ A/xn−1A→ A/xnA
φ−→ A/xA→ 0, is an exact sequence. Theorem 6.3 implies Ass(A/xnA) ⊆

Ass(A/xn−1A)∪Ass(A/xA). Apply induction; if n = 2, done. Suppose it holds for less than n. Then,
again, this implies Ass(A/xnA) ⊇ Ass(A/xA) .

4. Let I and J be ideals of a Noetherian ring A. Prove that if JAP ⊂ IAP for every P ∈ AssA(A/I) then
J ⊂ I
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Proof. Suppose not; then (I + J)/I 6= 0, hence there exists P ∈ Ass((I + J)/I) ⊆ Ass(A/I). Thus,
PAP ∈ AssAP ((I + J)/I)P = ∅ since ((I + J)/I)P ∼= (IAP + JAP )/IAP = 0, contradiction.

5. Prove that the total ring of fractions of a reduced Noetherian ring A is a direct product of fields.

Proof. First of all, prime divisors of the zero ideal is are associated primes of A/(0). Thus, all minimal
prime ideals associated to A/(0) is of form ann(x). Thus, the set of all zero divisors D are union of
all minimal associated primes of A/(0). Let S = A \ D. Then, the total ring of fraction is S−1A,
and Spec(S−1A) consists of the extensions of all minimal associated primes of A/(0). Thus, they are
coprime in S−1A because a minimal associate prime ideal do not contain the other. Moreover, all prime
ideals are maximal. Denotes them as PiS

−1Ai for some i = 1, 2, · · ·n. Thus, by Chinese Remainder
theorem, we have an isomorphism.

S−1A/I → ⊗ni=1S
−1A/(PiS

−1Ai)

where I =
⋂n
i=1 PiS

−1Ai = 0. Here, S−1A/(PiS
−1Ai) is a field since PiS

−1Ai is maximal.

6. (Taken from [Nor 1], p. 30.) Let k be a field. Show that in k[X,Y ] we have(
X2, XY

)
= (X) ∩

(
X2, Y

)
= (X) ∩

(
X2, XY, Y 2

)
Proof.

(
X2, XY

)
⊇ (X)∩

(
X2, Y

)
⊇ (X)∩

(
X2, XY, Y 2

)
⊇
(
X2, XY

)
by comparing their generators.

7. Let f : A −→ B be a homomorphism of Noetherian rings, and M a finite B module. Write af :
SpecB −→ SpecA as in $4. Prove that af (AssB(M)) = AssA(M). (Consequently ,AssA(M) is a finite
set for such M)

Proof. af (AssB(M)) ⊆ AssA(M) is clear since A acts on M via f and the contraction of the prime
ideal is prime. Now, suppose P ∈ AssA(M). Then, P = annA(m) for some m ∈ M , in other words,
for any a ∈ P , f(a)m = 0. Now let Q = annB(m). We claim Q = P e; Q ⊇ f(P ) is clear. For any
c ∈ P e, c =

∑n
i bif(pi) for some pi ∈ P , bi ∈ B, thus cm = 0, which implies c ∈ Q. Lastly, suppose

that Q′ ∈ AssB(M) such that Q′ ⊇ Q. Then, af(Q′) ⊇ P . Since P is maximal, P =a f(Q′). This
shows P ∈a f (AssB(M)), done.

8. An A -module M is coprimary if Ass(M) has just one element. Show that a finite module M 6= 0
over a Noetherian ring A is coprimary if and only if the following condition is satisfied: for every
a ∈ A, the endomorphism a : M →M is either injective or nilpotent. In this case AssM = {P} where
P =

√
annM .

Proof. Suppose M is coprimary. From claim 2, P =
√

ann(M). Hence, for any a ∈ P , a is nilpotent.
For any a 6∈ P , a is injective.

Conversely, if a : M → M is either injective or nilpotent for all a ∈ A, we knows that
√

ann(M) can

classify elements of A. Now we claim M is coprimary. It suffices to show that
√

ann(M) is prime; if

ab ∈
√

ann(M) but a, b 6∈
√

ann(M), then both a and b are injective, contradiction.

9. Show that if M is an A -module of finite length then M is coprimary if and only if it is secondary.
Show also that such a module M is a direct sum of secondary modules belonging to maximal ideals,
and Ass(M) = Att(M).
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Proof. Since M is of finite length, M is both Noetherian and Artinian by Theorem 6.8 of [2]. Thus,
we claim that a : M → M is injective iff surjective. If a : M → M injective but not surjective, (aiM)
form a descending chain, thus there exists n ∈ N such that anM = an+1M . Now pick m ∈ M \ aM .
Then, anm = an+1m′ for some m′ ∈ M , thus an(m − am′) = 0. By injectivity of a, m = am′ ∈ aM ,
contradiction. Conversely, suppose a : M → M is surjective but not injective. Thus, ker(ai) form
an ascending chain, thus there exists n ∈ N such that ker(an) = ker(an+1). Now pick m ∈ ker(an),
then m = am′ for some m′ ∈ M by the surjectivity of a. Thus, m′ ∈ ker(an+1) = ker(an), hence
an−1m = 0. This implies m ∈ ker(an−1). Since m was arbitrarily chosen, ker(an−1) = ker(an). By the
same argument, one can see ker(a) = ker(a2) = · · · = ker(an). Lastly, if m ∈ ker(a), then m = am′,
which implies m′ ∈ ker(a2) = ker(a), thus m = 0, this shows ker(a) = 0. The first statement comes
from this claim.

For the second statement, replace A with A/ ann(M), then ann(M) = 0. Since ann(M) lies inside of
any associate prime ideal, thus Ass(M) is not changed. Moreover, M is a faithful Artinian module
over A with finite length. Thus, by claim 4, A is Artinian. Hence, A has finitely many prime ideals,
which are all maximal. Thus, if M = N1 + · · ·+Nn is a minimal secondary representation of M , then
the attached prime ideals are att(M) = {P1, · · · , Pn} where Pi =

√
ann(Ni) by Theorem 6.9. These

are all maximal ideals. Now we claim M = N1 + · · · + Nn is direct sum by induction. If n = 2, then
P1 ∩ P2 ⊆

√
ann(M) =

√
0, and

√
0 is the maximal ideal since A is Artinian. Thus, one of Pi, say P1

wlog, should be
√

0. However, in that case, P2 )
√

0 since annihilator of M is also annihilator of N2.
Therefore P2 =

√
0, contradicting the fact that n 6= 2. Now suppose the direct sum holds for all cases

when | att(M)| < n − 1. Now suppose M is of the such module with att(M) = {P1, · · · , Pn}. Then,
from its minimal representation M = N1 + · · ·+Nn, the inductive hypothesis shows that N1 + · · ·Nn−1

is the direct sum. Also, Ni+Nn is direct sum by the inductive hypothesis for any i ∈ {1, 2, · · · , n−1}.
Hence, M is the direct sum. And these are all belong to the maximal ideals, since A is Artinian.

Now it suffices to show that Att(M) = Ass(M). Before doing this, we claim that for M of finite
length with coprimary property, Att(M) = Ass(M) = {

√
ann(M)} first. Let P be an attached prime

ideal of M . Then there exists a proper submodule N ⊂ M such that M/N is P -secondary, i.e.,
P =

√
ann(M/N). Now, if x ∈ P , then xn ∈ ann(M/N) for some n > 0, thus xnM ⊆ N . Hence

xn : M →M is not surjective, therefore it is nilpotent by the assumption that M is secondary. Hence,
x ∈ ann(M). Thus, P ⊆

√
ann(M). Conversely, P =

√
ann(M/N) ⊇

√
ann(M) clear from the

definition. Thus, Att(M) = Ass(M).

Therefore, for general M of finite length with the minimal representation M = N1+· · ·+Nn, Att(Ni) =
Ass(Ni) for all i. This shows Att(M) = Ass(M), since claim 5 shows that the associate prime of direct
sums are union of those of summands.

Claim 4. If there exists M a faithful A-module of finite length, then A is Artinian.

Proof. Since M is of finite length, M has finitely generated, say m1, · · · ,mn. Then, φ : A → Mn by
r 7→ (rm1, · · · , rmn) is an injective map since ker(φ) ⊆ ann(M) = 0. Hence, A is a submodule of
Artinian module, hence Artinian.

Claim 5. For the commutative ring A with modules M1 and M2, Ass(M1⊕M2) = Ass(M1)∪Ass(M2).

Proof. Let P ∈ Ass(M1 ⊕M2). We may assume P = ann(m1 + m2) by Theorem 6.1. Thus, P ⊆
ann(m1)∩ ann(m2). Conversely, if a ∈ ann(m1)∩ ann(m2), then a(m1 +m2) = 0, thus P = ann(m1)∩
ann(m2). By Proposition 1.11 ii) of [2], either P = ann(m1) or P = ann(m2). Thus, P ∈ Ass(M1) ∪
Ass(M2). This shows Ass(M1) ∪ Ass(M2) ⊇ Ass(M1 ⊕M2). The other inclusion came from Theorem
6.3 with the exact sequence 0→M1 →M1 ⊕M2 →M2 → 0.

7 Flatness

For (3),(4) of the Transitivity, the faithfully flatness is crucial. For example,
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proof of (3) and (4). (3): To show B is flat over A, let a sequence of A-module S is exact. Then, S ⊗AM is
exact by flatness of M over A, thus (S ⊗AB)⊗BM is exact, therefore faithfully flatness of M over B shows
S ⊗A B is exact.

(4): To show B is faithfully flat over A, let a sequence of A-module S is exact. Then, S ⊗AM is exact
by flatness of M over A. Hence, (S ⊗AB)⊗BM is exact. Faithfully flatness of M over B shows (S ⊗AB) is
exact. Conversely, if (S⊗AB) is exact, then (S⊗AB)⊗BM is exact by flatness of M over B, thus (S⊗AM)
is exact, and faithfully flatness of M over A implies S is exact.

For the proof of Theorem 7.2 (3) =⇒ (2), we want to show Ax⊗M 6= 0 if M 6= mM . The contravariant
of this statement is that if Ax ⊗M = 0 then M = mM . To see this, notes that Ax ⊗M = A/ ann(x) ⊗
M ∼= M/ ann(x). Since ⊆ M/mM 6= 0 and a canonical surjective map M/ ann(x) → M/mM implies
M/ ann(x) 6= 0.

(2) =⇒ (1), Im(g ◦ f)→ N ′′ is an injective map, thus “by flatness” of M , Im(g ◦ f)⊗M → N ′′ ⊗M is
injective. Hence, Im(g ◦ f)⊗M is submodule of N ′′ ⊗N , and by the comparison with Im(gM ◦ fM ) we can
conclude that Im(g ◦ f)⊗M = Im(gM ◦ fM ). Also, H ⊗M = ker(gM )/ Im(fM ) can be shown by taking the
tensor on exact sequence 0→ Im(f)→ ker(g)→ H → 0.

In p.47, to show

{P ∈ Spec(B) : P ⊇ pB and P ∩ f(S) = ∅} = {P ∈ Spec(B) : P ∩A = p},

P ⊇ pB =⇒ P ∩ A ⊇ p, and for any x ∈ P ∩ A, f(x) 6∈ f(S) =⇒ f(x) ∈ f(p), thus x ∈ p, which implies
P ∩A ⊆ p.

For the proof of Theorem 7.3, PBP is the Jacobson Radical, and that’s why PMP = PBPMP 6= MP

from MP 6= 0.
In p. 48, in the quote “If this happens then by Theorem 2, or Theorem 3, (ii),” Theorem 2 means

Theorem 2 (3) by replacing M with B as A-module. Also, “we see that it is equivalent to say that f is flat
or faithfully flat” means that “f is flat” =⇒ “f is faithfully flat and vice versa. f may not be flat, though.

For Theorem 7.6, “if the above conclusion holds for the case of a single equation (that is for Y= l), then
M is flat.” actually means that “if the above conclusion holds for any cases of a single equation, then M is
flat“

To see TorA1 (M,A) = 0, think about the projective resolution · · · → P2 → P1 → P0 → M ; then
TorA1 (M,A) = H1(· · · → P2 → P1 → P0 → 0) = 0.

In Theorem 7.11, both are left exact since ⊗AB is exact due to flatness of B.
In Theorem 7.12, Cm is zero since HomAm(Mm,−) is exact because Mm is free (thus projective.)

1. Suppose B⊗AM is B-flat. Let S be an exact sequence of A-modules. Then, since B is flat A-module,
B ⊗A S is exact, thus

(B ⊗AM)⊗A S = ((B ⊗AM)⊗B B)⊗A S = (B ⊗AM)B(B ⊗A S)

implies (B ⊗AM)⊗A S is exact. Conversely, if M is A-flat, let S be an exact sequence of B-modules.
Then,

(B ⊗AM)⊗B S = M ⊗A B ⊗B S = M ⊗A S
thus M ⊗A S is exact as sequences of A-module because of the flatness of M . Also, it is exact as
sequences of B-module, by tensoring B, which does not change the sequences but still exact because
B is faithfully flat over A. Hence, (B ⊗AM) is B-flat.

For faithfully cases, suppose B ⊗A M is faithfully B-flat. Then, suppose M ⊗A S is exact for some
exact sequence of A-modules. Then, B⊗AM⊗AS = (B⊗AM)⊗BB⊗AS is exact since B is faithfully
flat over A, and by faithfully flatness of B ⊗A M , B ⊗ S is exact, which implies S is exact since B
is faithfully flat over A. Conversely, if M is faithfully flat, take (B ⊗AM)BS is an exact sequence of
B-modules. Then, M ⊗A S is exact, thus S is exact as sequences of A-modules. Thus, B ⊗ S = S is
exact as sequences of B-module since B is faithfully flat over A.

2. For b ∈ B, b is element of the field of fraction of A, thus b = y/x for some y, x ∈ A. Then, bx = y ∈
xB ∩ A. By Theorem 7.5 (ii), 〈x〉B ∩ A = 〈x〉. Thus, y ∈ 〈x〉, therefore y = ax for some a ∈ A. This
implies a = b in the field of fractions, thus b ∈ A.
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3. Let M ′ = ⊕λAmλ be an A-submodule of M . Then, 0 → M ′ → M → M/M ′ → 0 is exact. By
tensoring with B, which gives an exact, 0→ B⊗AM ′ → B⊗AM → B⊗A (M/M ′)→ 0 is exact, thus
B ⊗A (M/M ′) = 0. By Theorem 7.2 (2), M/M ′ = 0.

4. Let M =
∏
λMλ. We use Theorem 7.7; we try to show I ⊗M → IM is injective for every finitely

generated ideal I. (Since A is Noetherian in this exercise, all ideals are finitely generated.) Let
I = 〈ai〉ni=1. Then, define f : An → A such that f(x1, · · ·xn) =

∑
aixi. Then, 0 → ker f → An → A

is exact, thus 0→ ker f ⊗Mλ → (Mλ)n →Mλ is exact for all λ.

Now, pick an element
∑n
i=1 ai⊗ ξi ∈ I ⊗M such that aiξi = 0. Then, since each ξi can be represented

as coordinate in the direct product, ξi = (· · · , ξiλ, · · · ). Thus, aiξi = 0 implies that aiξiλ = 0 for all λ.
Thus, (ξ1λ, · · · , ξnλ) ∈ ker f ⊗Mλ for any λ.

Since A is Noetherian, ker f =
∑r
j=1Aβj for some βj = (β1j , · · · , βnj) ∈ ker f ⊂ An for some r.

Therefore, choosing suitable a′j ∈ A,

(ξ1λ, · · · , ξnλ) =

r∑
j=1

a′jβj ⊗ ηjλ︸ ︷︷ ︸
as element of ker f ⊗Mλ

=

r∑
j=1

(a′jβ1jηjλ, · · · , a′iβnjηjλ)︸ ︷︷ ︸
as element of Mn

λ

= (

r∑
j=1

a′jβ1jηjλ, · · · ,
r∑
j=1

a′jβnjηiλ)

since βj ⊗ ηjλ = (β1jηjλ, · · · , βnjηiλ) in (Mλ)n. (Notes that this is not true in ker f ⊗Mλ since you
do not have 1 in ker f . ) Hence,

ξiλ =

r∑
j=1

a′jβijηjλ

Now, for the economy of notation, let bij = a′jβij . Then,

ξiλ =

r∑
j=1

bijηjλ.

Moreover, since a′jβj ∈ ker f ,
∑n
i=1 aibij = 0 for any 1 ≤ j ≤ r. Thus,

ξi = (· · · ,
r∑
j=1

bijηjλ, · · · ) =

r∑
j=1

bijηj

where ηj = (· · · , ηjλ, · · · ) ∈M . Thus,

n∑
i=1

ai ⊗ ξi =

n∑
i=1

ai ⊗
r∑
j=1

bijηj =

r∑
j=1

(
(

n∑
i=1

aibij)⊗ ηj

)
= 0.

Since formal power series A[[x1, · · · , xn]] is an infinite direct product of A as A-module, it is flat
A-algebra.

5. Since a is A-regular, 0 → A
a−→ A is exact, therefore 0 → N

a−→ N is exact by the flatness of N , thus
ax 6= 0 for any x ∈ N . This shows a is N -regular.

6. Let · · · → Ci+1
di−→→ Ci → · · · be C•. Then,

0→ Im di → ker di−1 → Hi(C•)→ 0

is exact, Now, since N is flat, −⊗N is exact functor, thus

(1) 0→ Im di ⊗N → ker di−1 ⊗N → Hi(C•)⊗N → 0.
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However, Im di⊗N = Im(di⊗1N ) since both 0→ Im di⊗N → Ci⊗N and 0→ Im(di⊗1N )→ Ci⊗N
are injective, and for any a⊗ b ∈ Im(di ⊗ 1N ), a⊗ b ∈ Im(di)⊗N and vice versa. Do the same thing
on the kernel, we have

(2) 0→ Im(di ⊗ 1N )→ ker(di−1 ⊗ 1N )→ Hi(C• ⊗N)→ 0

with four isomorphisms between components in (1) and (2). Apply the five lemma to get the desired
result.

7. Take projective resolution P • → M . Then, since B is flat over A, P • ⊗ B → M ⊗ B is also the
projective resolution.

TorAi (M,N)⊗A B = H•(Pi+1 ⊗A N → Pi ⊗A N → Pi−1 ⊗A N)⊗A B
=︸︷︷︸

Exercise 7.6

H•(Pi+1 ⊗A N ⊗A B → Pi ⊗A N ⊗A B → Pi−1 ⊗A N ⊗A B)

and

TorBi (M⊗B,N⊗B) = H•((Pi+1⊗AB)⊗B(B⊗AN)→ (Pi⊗AB)⊗B(B⊗AN)→ (Pi−1⊗AB)⊗B(B⊗AN)).

Now observes that Pi ⊗A N ⊗A B = (Pi ⊗A B)⊗B (B ⊗A N) by property of tensor product.

For Ext, apply Theorem 7.11 on the injective resolution of M for each side.

8. Tensor product does not commute with infinite direct products. To construct the counter example,
let {pi} be the set of all prime numbers. Then,

⋂
i piZ = 0 However,

⋂
i(piZ ⊗ Q) =

⋂
iQ = Q. To

see the last equality, notes that for any pia ⊗ b/c for some a, b, c ∈ Z with gcd(b, c) = 0, pia ⊗ b/c =
1⊗ piab/c = pj ⊗ piab/cpj as an element of Z⊗Q for any j, thus any piZ⊗Q = pjZ⊗Q ∼= Q for any
i, j.

9. Suppose I is an ideal of A. Then, IB ∩ A = I by Theorem 7.5. Thus, for any ascending chain
I1 ⊂ I2 ⊂ · · · of ideals of A, the ascending chain I1B ⊂ I2B ⊂ · · · eventually terminates. Say,
InB = In+1B. If a ∈ In+1, then f(a) ∈ In+1B = InB, thus a ∈ InB ∩ A = In, which implies
In = In+1.

For example 2 of pure submodules, if M = P ⊕Q then 0→ P ⊗E →M ⊗E = (P ⊗E)⊕ (Q⊗E) shows
the statement.

For example 3, suppose N ∩mM = mN for all m > 0. Then, for any 0 6= n⊗a ∈ N ⊗Z/mZ, n 6∈ mN =
N∩mM , thus n 6∈ mM , which implies n⊗a 6= 0 in M⊗Z/mZ. Conversely, if 0→ N⊗Z/mZ→M⊗Z/mZ is
exact, then for any 0 6= n⊗a ∈ N ⊗Z/mZ, n 6∈ mM ∩N nor n 6∈ mN . Hence, (N \mN) ⊆ (N \ (mM ∩N)).
Conversely, if n ∈ (N \ (mM ∩ N)), then n ⊗ a 6= 0 in M ⊗ Z/mZ, thus it is nonzero in its submodule
N ⊗ Z/mZ, thus n 6∈ mN . This shows the equality.

In the proof of Theorem 7.13,∑
i

xi ⊗ ei =
∑
i

∑
j

aijmj ⊗ ei =
∑
i

∑
j

(mj ⊗ aijei) =
∑
j

∑
i

(mj ⊗ aijei) =
∑
j

(mj ⊗
∑
i

(aijei))

For the reversing preceding argument means that, if you pick an arbitrary element of N ⊗ E, then it forms
x =

∑
i xi⊗ei ∈ N⊗E with xi 6= 0 in N ⊆M . If x is zero in M⊗E, then, from xi 6= 0, x =

∑
j yj⊗

∑
i aijei

for some yj ∈ N . Then, by the above equation, xi =
∑s
j=1 aijmj , hence by the assumption xi =

∑s
j aijyj .

Thus, x =
∑
i

∑s
j=1 aijmj ⊗ ei = 0 by the above equation, again.

8 Completion and the Artin-Rees lemma

To see addition and subtractions are continuous, notes that (−+ b)−1(x+Mλ) = {a ∈M : a+ b ∈ x+Mλ},
thus a = x − b + m for some m ∈ Mλ, therefore we claim (− + b)−1(x + Mλ) = (x − b) + Mλ. To see this,
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(−+ b)−1(x+Mλ) ⊆ (x− b) +Mλ is clear by construction, and for any a ∈ (x− b) +Mλ, a = x− b+m for
some m ∈M , thus a+ b ∈ x+Mλ. This shows the equality. Hence, (+) : M2 →M is separately continuous.
Now, to see + is continuous, it suffices to show that for all subbasis of M2, the preimage is continuous. Take
x+Mλ in the subbase of the linear topology. Then, (+)−1(x+Mλ) = {(a, b) : a+ b = x+m for m ∈Mλ}.
This preimage contains the arbitrary union of ((x − b) + Mλ) × (b + Mλ)) for all b s.t. there exists a s.t.
a+ b = x+m. Conversely, for any (a, b) ∈ (+)−1(x+Mλ), (a, b) is contained in the cover, thus the preimage
is open. Hence + is continuous. By the similar reasoning one can show − is continuous. Moreover, the scalar
multiplication a : M → M is open, since (a · −)−1(x + Mλ) = {b ∈ M : ab ∈ x + Mλ}, thus it is arbitrary
union of (b+Mλ) over {b ∈M : ab = x}, which shows the continuity. Multiplication is similar.

For the Hausdorff condition, refer [2][Lemma 10.1]. Also, φ is continuous by thinking the inverse limit
in the category of topological space, which is complete and cocomplete. To see φ(M) is dense, pick an open
neighborhood U of x̃ ∈M as U = M̃ ∩

∏
λi 6∈Λ(x̃λ +M)

∏n
i=1(x̃λ +Mλi) for some finitely many n. Now, we

may decompose U as union of open sets {Uµ ∩U}µ∈Λ such that Uµ = M̃ ∩ (
∏
λ6=µ(x̃λ +M))× (x̃µ +Mµ) for

fixed µ. Then, we can take a preimage x ∈M such that x = x̃φ for all φ ∈ {λi}ni=1 ∪{µ}. Then, x ∈ Uµ ∩U .
Since µ was arbitrarily chosen, x̃ is a limit point of φ(M). This shows φ(M) is dense.

And, to see the linear topology of {M∗λ} coincide with the topology of Mλ, just recall that π−1(M∗λ) is
the basic open sets of the product topology.

In the proof of Hensel’s lemma, deg hwi < degF implies degwi < deg g since degF = deg hg. And, limit
exist because A is m-adically complete.

For the proof of Theorem 8.3, the separatedness property of M was used for the last line,
⋂
Mλ = 0.

For the Artin-Rees lemma, ⊂ is not clear since anm ∈ InM ∩N does not implies acm ∈ IcM ∩N . Also,∑
i uji(a)ωi ∈ IdjM ∩N by construction of Jn.
For the Theorem 8.7, the author did not prove that the completion commutes with direct sum. To see

this as below form, for M and N are A-module,(
lim
←−

M/ (InM)
)
⊕
(

lim
←−

N/ (InN)
)
' lim
←−

(M ⊕N)/ (In(M ⊕N)) ,

take a map
(

lim←−M/ (InM)
)
⊕
(

lim←−N/ (InN)
)
→ (M ⊕ N)/(In(M ⊕ N)) by πn((x1, · · · ) ⊕ (y1, · · · )) =

xn ⊕ yn, check it is well-defined, and use the universal property to get the isomorphism, since the kernel is
(
⋂
n I

nM)⊕ (
⋂
n I

nN) = 0 in the lefthandside.
In proof of Theorem 8.10 (i), M/M ′ should be changed as M ′/M .
Theorem 8.14 (1) is just the Krull’s intersection theorem (i).
Theorem 8.14 (2) =⇒ (3) uses Theorem 7.3. (ii).

Notes that for {ai : ai ∈ In}, {
∑i
j=1 aj} is Cauchy sequence for I-adic linear topology.

1. Notes that (I + J)2n ⊂ In + Jn since all multiple from (I + J)2n has exponent greater than n for I or
J . Thus, if we have a sequence x1, · · · , such that xn+1−xn ∈ (I + J)2n, then xn+1−xn = un + vn for
some un ∈ In, vn ∈ Jn. Thus, {xn} converges to x1 +

∑∞
i ui+

∑∞
i vi, which is unique since A is I and

J-complete. Moreover, this can be shown for arbitrary sequence by regarding elements of (I + J)2n+1

as those of In + Jn. Hence, A is (I + J)-complete.

2. If {xn} is a Cauchy sequence of J-adic topology, then xn+1 − xn ∈ Jn. Since I ⊇ J , {xn} converges
to x in I-adic topology. To see that x is also a J-adic limit, for an arbitrary i, take m large enough
to get x − xm ∈ Ii. Thus, xn − x = xn − xm + xm − x ∈ Jn + Ii. Since i was arbitrarily chosen,
xn−x ∈

⋂
i(J

n+ Ii) = Jn, where the equality came from Theorem 8.10 (i). Thus, x is also the unique
J-adic limit.

3. Let α be the generator of aÃ such that α =
∑
aiξi for ai ∈ a and ξi ∈ Ã. Let I be an ideal of

definition of A. Then, we may take xi ∈ A such that ξi − xi ∈ IÃ. Let a =
∑
aixi. Then, a ∈ a, and

aÃ ⊆ aÃ+ IaÃ since α =
∑
i aixi + (

∑
i ai(ξi− xi). This implies aÃ = aÃ+ IaÃ since the right hand

side belongs to the left hand side by construction. By the Nakayama lemma, with the assumption that
I ⊂ rad(A) by definition of Zariski ring, and aÃ/aÃ is a finite module (because of Notherianity), we
get aÃ = aÃ. Hence, a = aÃ ∩A = aA.
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4. In this case, notes that
⋂
ν I

ν = I = eA. Thus, it suffices to show that y ∈ (X − e)A[[X]] for any
y ∈ I. We may write y = ey′ for some y′ ∈ I. Now we claim y = y′(e−X)(e+ eX + eX2 + · · · ) since
(e−X)(e+ eX + eX2 + · · · ) = e.

5. Notes that for any proper prime ideal pAS , its maximal ideal m in A contains I; otherwise, m+ I = A
implies that mAS is not proper; contradiction. Hence, I ⊆ rad(AS). Thus, by Theorem 8.14, AS with
IAS-adic topology is the Zariski ring.

Now, using Theorem 8.12, if we let I = (a1, · · · , an), then IAS is also generated by a1/1, · · · , aS/1,
thus

ÃS ∼= AS [[X1, · · · , Xn]]/(X1 − a1, · · · , Xn − an), Ã ∼= A[[X1, · · · , Xn]]/(X1 − a1, · · · , Xn − an)

Thus, definitely, there is a canonical embedding Ã→ ÃS . Moreover, for any (1 + ai) ∈ AS [[X]]/(Xi −
ai)

n
i=1, which is unit in ÃS , its notes that (1+ai)·(

∑∞
j=0(−1)jXj

i ) = 1 in ÃS where
∑∞
j=0(−1)jXj

i ∈ Ã,

which implies that (1 + ai) ∈ Ã is also unit in Ã. Hence Ã ∼= ÃS .

6. Let {fn} be a Cauchy sequence of (IB +XB)-adic topology, i.e., fn+1 − fn ∈ (IB +XB)n. We may

write it as fn+1− fn = (
∑n−1
i=0 ai,nX

i) +
∑∞
i=n bi,nX

i, where ai,n ∈ In, bi,n ∈ A. Thus, {fn} converges
to f = f1 +

∑
i(
∑
n ai,n)Xi, since

∑
n ai,n converges in A for each i, from the fact that A is I-adic

complete. Moreover, this f is unique since each
∑
n ai,n is unique by the I-adic completeness of A.

Hence, A[[X]] is (IB +XB)-complete.

7. By Theorem 8.6(b) in [2], A/mn is Artinian local ring. Thus, by d.c.c., there exists t(n) > 0 such
that at(n) + mn = aj + mn for all j > t(n). Moreover, by renumbering if needed, we may assume
t(n) < t(n+ 1) < · · · .
To get the contradiction, suppose at(r) 6⊆ mr for some r. Then, take ar ∈ at(r) \mr. Now pick ar+1 ∈
at(r+1) s.t. ar+1 − ar ∈ mr, and proceed in the same way that taking ai ∈ at(i) s.t. ai − ai−1 ∈ mi−1

for i ≥ r. Then, a = limi ai exists since A is complete. Moreover,

a = a+ ar + (−ar + ar+1) + (−ar+1 + ar+2) + · · ·+ (−ai−1 + ai) + · · · ≡ a+ ar mod mr,

which implies −ai ≡ ar mod mr, thus each ai 6∈ mr. Therefore, a 6∈ mr, since by Theorem 8.14, mr.
However, this implies 0 ≡ ar mod mr, contradiction.

8. Just replicate the proof of the Artin-Rees lemma (Theorem 8.5) with multi-homogeneous polynomials.

9. First of all, AP is a Noetherian local ring with the maximal ideal PAP . Then, by Theorem 8.9, by
letting N =

⋂
n>0(PAP )n, there exists a ∈ AP such that a ≡ 1 mod PAP , and aN = 0. Since PAP is

the Jacobson radical, so a is unit, by Proposition 1.9 in [2]. Hence, aN = 0 implies N = (0). Now, by
the given condition, there exists a nonzero x ∈ AP such that xPAP = 0. Hence, x ∈ PAP . And since
x is nonzero, x 6∈ (PAP )c for some integer c > 0. Thus, for any ideal IP ⊆ P c, x 6= 0 in AP /IP , and
x(P + I)/I = 0, which implies P ∈ Ass(AP /IP ) ⊆ Ass(A/I) by Theorem 6.2.

10. Let m = (X,Y ) ⊂ k[X,Y ] and A = k[X,Y ]m. Then, let ϕ(X) :=
∑∞
i aiX

i ∈ k[[X]] be transcendental
over k(X). (One can take such element, i.e.,

∑
i x

i; no f(x)/g(x) ∈ K(X) can be solution of
∑
i x

i = 0.)
Set av = (Xv+1, Y −

∑v
i=1 aiX

i). Clearly, av+1 = Xav, thus {av}is d.c.c. Moreover, none of av is not
contained in m2.

Now we claim
⋂
n an = 0. To see this, notes that av = j−1((y−ϕ(X))k[[x, y]]+(x, y)nk[[x, y]]) where j :

k[x, y]m → k[[x, y]] the canonical inclusion. Thus,
⋂
n an = j−1(

⋂
n((y−ϕ)k[[x, y]]+(x, y)nk[[x, y]])) =

j−1((y − ϕ)k[[x, y]]). Thus, it suffices to show that there is no preimage of (y − ϕ)k[[x, y]]; to see this,
let h ∈ k[[x, y]] such that h(y−ϕ(X))h is equal to a rational function R(x, y). If such a function exists,
then its numerator should be in preimage. Now, we choose ϕ(X) as transcendental over k(X), and
R(x, ϕ(x)) = h(ϕ(X) − ϕ(X)) = 0. Therefore, the equation R(x, y) should be equal to 0, since by
definition, no nonzero polynomial in k(X)[Y ] has transcendental element as its solution. Thus, only 0
is in the preimage.
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9 Integral extensions

In the first remark, to see A/p1 is integrally closed domain, localize it by some prime ideal P pick x be an
element of its ring of fraction s.t xn + a1x

n−1 + · · · + an = 0. Then, (x, 0, · · · , 0) is in the ring of fraction
of AP×A/p2×···×A/pn and (x, 0, · · · , 0)n + (a1, 0, · · · , 0)(x, 0, · · · , 0)n−1 + · · · + (an, 0, · · · , 0) = 0. Hence, by
the normality of A, (x, 0, · · · , 0) ∈ AP×A/p2×···×A/pn , which implies x ∈ AP . Hence A/p1 is integrally closed
domain. Conversely, the direct product of finite number of integrally closed domain is normal, since its spec
is just disjoint union of sets homeomorphic to spec of each component, (See Exercise 1.22 in [2]) therefore,
any localization is of form a localization times the original component.

For example, 1, Let α be a root of a monic polynomial f(x) over a UFD. We can express α as a
b

with a, b ∈ A, and using unique factorization we may assume that no irreducible of A divides both a
and b.If f(x) = xn + cn−1x

n−1 + · · · + c0, then plugging in α and multiplying through by bn we obtain
an + cn−1ba

n−1 + · · · + c0b
n = 0. Now, cn−1ba

n−1 + · · · + c0b
n is divisible by b, hence an is divisible by

b. Since no irreducible of A divides both a and b, it follows that b must be a unit by unique factorization.
Hence α ∈ A.

For example 2, t is solution of f(x) = X2 − t2. For example 3, see Proposition 5.12 of [2] for details. For
Example 4, since α2 = f , α = f

α and α
f = 1

α in K(α), thus we may change every rational in K(α) as of form
x+ yα.

For proof of Theorem 9.5, BP ′ is faithfully flat over Ap′ by Theorem 7.3. (iii).

1. By localizing with p, Bp is integral over Ap. Hence, by Theorem 9.3, there exists a prime ideal of Bp

which lies over p. Definitely, this includes pBp ⊆ PBp. However, by the given assumption, PBp is the
only prime ideal lying over pAp. By lemma 2, PBp is the unique maximal ideal of Bp. Thus, Bp is
the local ring whose maximal ideal is PBp. Moreover, this implies that B \ P are unit in Bp. Hence,
pBp = PBp, which implies that BP = Bp.

2. dimA ≤ dimB by Theorem 9.3. (i) and Going up theorem; (from sequence of prime ideals of A, get
a prime ideal of B lying over the minimal prime ideal of the sequence by 9.3(i), and use going up
theorem to get the sequence of prime ideals of B with the same length.) For dimA ≥ dimB, suppose
that there exists a sequence of prime ideals of B with inclusion. Then, for distinct P and P ′ in the
sequence, P ∩A 6= P ′ ∩A by theorem 9.3(ii). Thus, taking intersection with A gives the sequences of
prime ideals of A with the same length.

3. Replace A and B by Ap and Bp. Then, p is maximal in A. Let k = A/p. Then, k ⊗A B = B/pB is a
finite k-module. From Exercise 8.3 of [2], B/pB is Artinian, hence has finitely many maximal ideals,
which all lying over p.

4. Actually, x ∈ K implies x = a/b for some a, b ∈ A with nonzero b. Since x is integral over A, suppose
the degree of monic polynomial over A having x as as zero is n. Then, xm can be written as linear
combination of {1, x, · · · , xn−1} over A, thus we only need to find a ∈ A such that axi ∈ A for all
i ≤ n. Take a = bn, we are done.

Conversely, let x is almost integral over A with axn ∈ 0 for all n, then let M := 1
aA. Then, A[x] ⊆M ;

to see this, notes that a′xm = aa′xm

a = 1
aa
′axm ∈M for any a′ ∈ A. Therefore, since A is Noetherian,

then M is also Noetherian (since it is finite module over Noetherian module) thus its submodule is
finite. Hence, the subring A[x] is a finitely generated A-module. Now Theorem 9.1 assures that x is
integral over A.

5. Actually, this holds to the polynomial ring. Let f be an element of the field of fractions of A[X]
(resp. A[[X]]) and suppose that there exists a non-zero element g ∈ A[X] (resp. g ∈ A[[X]]) such that
gfn ∈ A[X] (resp. gfn ∈ A[[X]]) for every integer n ≥ 0. If K is the field of fractions of A, A[X]
(resp. A[[X]]) is a subring of K[X] (resp. K[[X]]). Also, both K[X] and K[[X]] are PID, which is a
special case of UFD, thus they are integrally closed (see below claim.) Moreover, they are Noetherian
by Hilbert Basis Theorem (Theorem 7.5 in [2]). Thus, by the Exercise 9.4, K[X] and K[[X]] are
completely integrally closed. Thus, f ∈ K[X] (resp. f ∈ K[[X]]).
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Now, assume f =
∑∞
k=0 akX

k where ak ∈ K and g =
∑∞
k=0 bkX

k. If all ak ∈ A, done. Otherwise, pick

the least l > 0 such that al 6∈ A. Then, let f ′ :=
∑l−1
k=0 akX

k. Thus, g(f − f ′)n ∈ A[[X]] (or A[X]) for
all n ≥ 0. Now, set j > 0 be the least index such that bj 6= 0. Then, g(f − f ′)n ∈ A[[X]] (or A[X])
has the least nonzero term bja

n
l X

j+nl, which is in A[[X]] (or A[X]). Hence bja
n
l ∈ A for all n. Thus,

al is almost integral over A. Since A is completely integrally closed, al ∈ A, which contradicting the
assumption that al 6∈ A.

Claim 6. For a field k, k[X] and k[[X]] are PID.

Proof. For k[X], use division algorithm. For k[[X]], if I is nonempty ideal, let n(I) := minf∈I ord(f).
Then, pick g ∈ I such that n(I) = ord(g), then g = Xn(I)g0 with ord(g0) = 0, which implies g0 is unit
(since its constant is unit.) Hence, I = 〈Xn〉.

6. Let f = gh for some monic g, h ∈ K[X]. Now, roots of g are roots of f , thus they are integral over
A. Hence, the coefficients of g are integral over A. Since A is integrally closed, g ∈ A[X]. Similarly,
h ∈ A[X].

7. Notes that Z is integrally closed in Q. (To see this, use the rational root theorem.) Let x ∈ Q[
√
m]

such that x is integral over Z. We may write x = a + b
√
m, and (x − a)2 − b2m = 0 implies that

f(x) = x2 − 2ax + a2 − b2m is the minimal polynomial of x over Q. Now, for the minimal integral
polynomial of x, f(x) should divide it in Q[x], thus by the Exercise above, f(x) has integer coefficients;

thus 2a ∈ Z, a2 − b2m ∈ Z. If a = a′

2 for some odd a′, then b = b′/2 for some odd b′; otherwise
a2 − b2m 6∈ Z. Hence, (a′)2 − (b′)2m ≡ 0 mod 4. Since both a′ and b′ are odd, (a′)2 ≡ 1 ≡ (b′)2,

thus m ≡ 1 mod 4. Therfore, Z[ 1
2 ,
√
m
2 ] contains the integral closure. Now we claim that Z[ 1+

√
m

2 ]

is contained in the integral closure, since all (a′ + b′
√
m)/2 are in Z[ 1+

√
m

2 ], by subtracting or adding
1 or

√
m properly. Conversely, if x is in the integral closure, then x = a + b

√
m has integer a, b or

a = a′/2, b = b′/2 with nonzero odd a′, b′. In any cases x ∈ Z[ 1+
√
m

2 ].

Otherwise, if a is integer, b2m ∈ Z, which implies b ∈ Z. This holds for all m regardless of m mod 4.
Hence, Z[

√
m] is the integral closure.

8. Suppose p0 ( · · · ( pn = p be the chain of prime ideals giving the height of p as n. Now suppose
P0 ( · · · ( Pm = P be the chain of prime ideals giving the height of P as m. If m > n, then
P0 ∩ A ⊆ · · · ⊆ Pm ∩ A = p is the chain of prime ideals of p. By the height of p, there exists at least
one i ∈ {1, 2, · · · , n} such that Pi∩A = Pi+1∩A. However, this contradict Theorem 9.3 (ii) that there
are no inclusion between two prime ideals of B lying over the same prime ideal of A.

9. Again, let p0 ( · · · ( pn = p be the chain of prime ideals giving the height of p By the going down
theorem, we have a chain of prime ideals P0 ( · · · ( Pn = P . Hence, the height of P is greater than
or equal to that of p.

10. First of all L[X] is a free-module over K[X] since L is an extension of K. Therefore, the going down
theorem holds by Theorem 9.5. Thus, by Exercise 9.9, height of P is greater than or equal to height
of p. This can be extended for any polynomial ring over L[X] and K[X].

If L is algebraic over K, then L[X] is integral over K[X]. To see this, notes that any a ∈ L has monic
polynomial yn + a1y

n−1 + · · · + an = 0 where ai ∈ K ⊆ K[X]. Also, X ∈ K[X]. Since sum and
multiplication of two elemens integral over K[X] are also integral over K[X] (see Corollary 5.3 in [2])
L[X] is integral over K[X]. Also, this holds for all finite number of indeterminates. Hence, by Exercise
9.8, The equality holds.

Next, if f, g have a common factor α(X) in L[X] then set P = (α(X)), so that ht P = 1 (Use Corollary
11.17 (Krull’s principal ideal theorem) in [2]). Hence ht p ≤ 1. But f, g ∈ p, so that ht p = 1. Hence,
there is an irreducible divisor h of f in p and p = (h) so h | g.

11. For (i), if there is an embedded prime ideal of (0), say P , then P = ann(x) ) pi for some fixed i. Pick
a ∈ P \ pi. Then, in Api , (a/1) is a unit and nonzero divisor, hence Api = 0. Since zero ring is not an
integral domain, contradiction. Hence, no such P exists. Therefore, (i) holds.
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For (ii) the intersection is equal to nilradical follows from (i). Lastly, for (iii), notes that pi cannot
contain the intersection; otherwise, by Proposition 1.11(ii) of [2], pi contain another minimal prime
ideal, contradiction. Thus there exists x ∈ (

⋂
j 6=i pj)\pi. Then, there exists y ∈ A such that xy = 0 ∈ pi,

thus y ∈ pi. Moreover, for any y′ ∈ pi, xy
′ ∈
⋂
j pj =

√
(0), thus (xy′)d = 0 for some d ≥ 1.

Now, suppose that pi + (
⋂
j 6=i pj) ⊆ m 6= A for some maximal ideal m. Then, in Am, it suffices to show

that x/1, y/1 are nonunits and nonzeros. Nonunits are easy; if they are, then t(xs − s) = 0 for some
t, s ∈ A \ m, which implies that xst = st. But xst ∈ pi ⊂ m while st ∈ A \ m, this is contradiction.
Same argument can be applied for y/1. Also, they are nonzeros; if they are zero, then ∃t ∈ A \m such
that t(x− 0) = 0. This means that xt ∈ pi. However, since x 6∈ pi, t ∈ pi ⊆ m, contradiction. Hence,
Am is not the integral domain, contradiction.

Then, (ii) and (iii) with Chinese remainder theorem gives us the desired result.

10 General valuation

To see R ⊂ R′ ⊂ K implies R′ is valuation ring, let x ∈ K \ R′; then x−1 ∈ R ⊆ R′. For proof 10.5,
(β) is came from that; if none of Zi 6∈ A , then for each i, we may find finitely many Fij ∈ A such that
Zi ∩

⋂
j Fij = ∅ for all i, hence (∪iZi) ∩i (∩jFij) = ∅, contradiction. Also, in the last paragraph, if 1 6∈ I,

then it resides inside of the maximal ideal containing I, then apply 10.2 on A[Γ] to get a valuation ring
whose maximal ideal containing I, i.e., containing Γ.

In p.75, to see G is totally ordered set, let x 6= y ∈ K. If xa ∈ xR but xa 6∈ yR, then we have xa/y 6∈ R
(otherwise y(xa/y) = xa ∈ yR. Thus, y/xa ∈ R =⇒ y/x ∈ R. Hence, x · y/x = y ∈ xR, thus yR ⊆ xR.

Claim 7. Suppose a field K has two valuations v : K → H and v′ : K → H ′ with the same valuation ring
Rv = R = Rv′ . Then, there exists an order isomorphism ϕ : H → H ′ such that v′ = ϕv.

Matsumura did not write the surjectivity condition of v and v′, but we need this; otherwise, we may
create distinct valuations.

Proof. ϕ is canonically defined as v(x) 7→ v′(x). First of all, this is well-defined; if v(x) = v(x′) for some
x, x′ ∈ K, then by the homomorphism v(x)−v(x′) = v(x)+v((x′)−1) = v(x(x′)−1) = 0 implies that x(x′)−1

is unit in R, Hence 0 = v′(x(x′)−1) = v′(x)− v′(x′). Next, ϕ is surjective; for any t ∈ H ′, t = v′(x) for some
x ∈ K by surjectivity of v′, thus t = ϕ(v(x)). Lastly, ϕ is injective. If ϕ(t) = 0 for some t ∈ H, t = v(x) by
surjectivity of v, thus ϕ(v(x)) = 0 implies v′(x) = 0, thus x ∈ R is unit, hence v(x) = 0.

In the proof of Theorem 10.6, the injectivity came from the given condition that there exists n such that
n(y − y′) > x. Now pick 10r such that n < 10r.

In the last paragraph of proof of Theorem 10.7, ηR is m-primary, since its radical is the intersection of
all prime ideals containing it, but R has the unique prime ideal m.

1. Suppose I is generated by a1, · · · , an. Then, since the set of all ideals of the valuation ring is totally
ordered by inclusion, there exists the maximal element of {〈ai〉}i, say a1. Hence, I = 〈a1〉.

2. From Theorem 7.7, it suffices to show that M is torsion-free iff every finitely generated ideal I of R has
the injective canonical map I ⊗RM → R⊗RM . From the exercise above, we always this condition is
equivalent that 〈a〉 ⊗M → R ⊗M is injective for any nonzero a ∈ R. To see this, suppose M is flat.
Then, 〈a〉 ⊗M → R ⊗M is injective; this means that for any m ∈ M , a ⊗m 7→ am 6= 0. This holds
for arbitrarily nonzero a, so M is torsion free. Conversely, if M is torsion free, then a⊗m 7→ am 6= 0,
hence if ab⊗m 7→ 0, then abm = 0 implies ab = 0, thus ab⊗m = 0. This shows the desired injectivity.

3. Point is choosing p containing (mA, y) instead of yA[y].

Write B′ for the intersection of all valuation rings of K dominating A, so that by the previous theorem
we have B′ ⊃ B. To prove the opposite inclusion it is enough to show that for any element x ∈ K
which is not integral over A there is a valuation ring of K dominating A but not containing x. Set
x−1 = y. The ideal (m, y)A[y] of A[y] does not contain 1: for if 1 = a1y+ a2y

2 + · · ·+any
n with ai ∈ A

then x would be integral over A, contradicting the assumption. Therefore there is a maximal ideal p of
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A[y] containing (m, y)A[y], and by Theorem 2 there exists a valuation ring R of K such that R ⊃ A[y]
and mR ∩A[y] = p, and mR ∩A = p ∩A = mA. Now y = x−1 ∈ mR, so that x /∈ R

4. Let 0 ⊂ p1 ⊂ p2 be a strictly increasing chain of prime ideals of R and let 0 6= b ∈ p1, a ∈ p2−p1. Then,
b/an ∈ R, otherwise an/b ∈ R thus b·(an/b) = an ∈ p1, contradiction. Take f =

∑∞
1 uiX

i to be root of
f2 +af +X = 0. Then u1 = −a−1, u2

1 +au2 = 0 implies u2 = a−3, 2u2u1 +au3 = 0 implies u3 = 2a−5,

and so on; thus (
∑n−1
i=1 uiun−i) + aun = 0 implies that un ∈ a−2i+1−2(n−i)+1−1R = a−2n+1R. Thus,

bf(X) ∈ R[[X]] but f(X) /∈ R[[X]]. This shows that R[[X]] is not integrally closed.

5. If there exists a ring R′ such that R ⊂ R′ ⊂ K, then R′ is also a valuation ring of K and mR′ ⊆ mR
by Theorem 1. Since R has Krull dim. 1, mR′ = 0 which implies R′ = K. Conversely, if R is the
maximal proper subring of a field K and R is not a field, then by Lemma 1 of Section 9, (by thinking
A = R,B = K) K is not integral over A, otherwise R is field by the Lemma, contradiction. Thus, the
integral closure of R in K is proper ring of K containing R. By the maximality condition of R, R is the
integral closure of R in K. For any x ∈ K \R, we knows that R[x] = K by the maximality of R, hence
x−1 ∈ R[x], thus x−1 = a0 + a1x+ · · ·+ anx

n, which implies that x−n−1 − a0x
−n + · · ·+ an = 0, thus

x−1 is integral over R, thus x−1 ∈ R. Therefore, R is a valuation ring. If dimR > 1, then there exists a
prime ideal p distinct from (0) and from mR, thus Rp is intermediate between R and K, contradicting
the the maximality of R.

6. It suffices to show that v(α + β) ≤ min(v(α), v(β)). WLOG, suppose v(α) > v(β). Let R be the
valuation ring with the maximal ideal m. Then, α/β ∈ m since v(α/β) = v(α) − v(β) > 0. Hence,
1 + α/β is unit, Thus, v(α+ β) = v(β(1 + α/β)) = v(β). This shows the equality.

7. If n = 2, then∞ = v(0) = v(α1 +α2) = min(v(α), v(β)) implies α = β = 0. Suppose it holds for n−1.
Then, the inductive hypothesis shows that v(α1 + · · ·+ αn) = 0 implies α1 = α2 or αj = αi for some
distinct i, j ∈ {3, · · · , n}. In any cases, the statement holds.

8. Choose nonzero x1, . . . , xe ∈ L such that v (x1) , . . . , v (xe) represent the different cosets of G′ in G,
(we may not choose 0 because there is no zero-field.) and y1, . . . , yf ∈ S such that their images in k
are linearly independent over k′. Now we claim that {xiyj}i∈[e],j∈[f ] is linearly independent over K;
suppose not; then

α00 + · · ·+ αef = 0

where αij = aijxiyj for some aij ∈ K. Moreover, by multiplying suitable elements of S, we may assume
that aij ∈ R and aijxij ∈ S for all i, j. Then, rewrite the equation above as

∑
i(
∑
j aijyj)xi = 0.

Now, by applying the ∞ = v(α + β) =⇒ α = β = 0 e-times on 0 =
∑e
i=1(

∑
j aijyj)xi, we may

assume
∑
j aijyjxi = 0 for all i. Now, by choice of xi, xi 6= 0, thus in S, which is domain, we may

assume
∑
j aijyj . Then,

∑
j aijyj = 0. Now take a quotient by mS (since S is a valuation ring, thus

it is already local, therefore S = SmS ) we have
∑
j aijyj = 0 in k. Since {yj} is linearly independent

over k′, and aij ∈ k′ (since aij ∈ R), aij = 0. Thus, aij ∈ mR.

Now, applying∞ = v(α+β) =⇒ α = β = 0 f -times on 0 =
∑f
j=1(

∑
i aijxi)yj , we have (

∑
i aijxi)yj =

0 for each j. Again, by choice of yj , we knows that yj is nonzero. Thus, (
∑
i aijxi) = 0. By applying

the ∞ = v(α + β) =⇒ α = β = 0 e-times on (
∑
i aijxi) = 0, v(aijxi) = ∞ for all i. Since xi 6= 0,

aij = 0. Since i and j were arbitrarily chosen, aij = 0 for all i, j. Hence, {xiyj} is linearly independent
over K.

9. If S ⊂ S1 then by Theorem 10.1 (iii) the residue field k1 of S1 contains a valuation ring A = S/mS1 6= k1

such that S is the composite of S1 and A. Since mS ⊃ mS1
, we have k ⊂ A ⊂ k1, but by the previous

exercise, k1 is an algebraic extension field of k, thus k1 is integral over k, hence integral over A. But
by Theorem 10.3, A is integrally closed, therefore A = k1, a contradiction. In case of S1 ⊂ S, do the
same thing.

10. Let v′ : K → H ∪ {∞} such that v′(a/b) = v(a) − v(b) for any a, b ∈ A. Then, for any a, b, c, d ∈ A
with nonzero b, d,

• v′((a/b) · (c/d)) = v(a) + v(c)− (v(b) + v(d)) = v(ac)− v(bd) = v′(ac/bd)
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• v′((a/b)+(c/d)) = v′((ad+bc)/cd) = v(ad+bc)−v(cd) ≥ min(v(a)+v(d), v(b)+v(c))−v(c)−v(d).
If v(a) + v(d) < v(b) + v(c), then this equals to v′(a/c), otherwise, it equals to v′(c/d), thus
min(v(a/c), v(a/d)).

• v′(0) = v(0) =∞. Conversely, if v′(a/b) =∞, then v(b) 6=∞ since b 6= 0, thus v(a) =∞, which
implies a/b = 0.

Thus v′ is the additive valuation. If s : K → H ∪ {∞} is another extension of v, then, v(a) = s(a) =
s((a/b) · b) = s(a/b) + v(b), thus s(a/b) = v(a)− v(b) = v′(a/b). Thus v′ is unique.

11. Notes that, by taking α > 1 or α < 1, we may have a term order on tuples of indices such that
(n,m) < (n′,m′) iff n + mα < n′ + m′α and for any (p, q) ∈ N2, (n,m) + (p, q) < (n′,m′) + (p, q).
Hence, by using this term order, v(fg) = v(f) + v(g) is clear. Also, v(f + g) ≥ min(v(f), v(g)) is also
clear. Lastly, by definint min(∅) = ∞, we have all three conditions of additive valuation. Extend it
using the above exercise.

11 DVRs and Dedekind rings

In the proof of Theorem 1, (2) =⇒ (1), π should be changed to v. In the remark, g is unit in S (since g is
not zero in R, a DVR of k. ) That’s why we need f, fg−1, · · · to generate mR since in R, g−1 is not a unit.

In the proof of Theorem 2, (1) =⇒ (4), R is normal, since it is integrally closed in its field of fraction
(that is the property of valuation ring) and it is reduced, i.e., there is no nilpotent elements except 0.

In p.81,

Claim 8. For a fractional ideal I over R, every R-linear map from I to R is given by multiplication by some
element of K.

Proof. If I = 0, clear. Otherwise, let φ be the given R-linear map. for all b/c ∈ I, we have b ∈ I and
φ(b) = φ(c(b/c)) = cφ(b/c), so

φ(b/c) = φ(b)/c.

Now fix a0 ∈ I ∩R non-zero. Let x = b/c ∈ I. Then

a0φ(x) = φ(a0x) = φ(a0b/c) = bφ(a0/c) = bφ(a0)/c.

So
φ(x) = (φ(a0)a−1

0 )x, ∀x ∈ I.

Honestly, in the proof (2) to (1), nonzero λis are finitely many because of the dual basis theorem

Definition 1 (. Dual basis). Given a R-module M , dual basis of M is a set of functions {fi} ⊆ HomR(M,R)
and a set of elements {mi : i ∈ I} where mi ∈M such that

1. ∀m ∈M , {i ∈ I : fi(m) 6= 0} is finite

2. ∀m ∈M , m =
∑
i fi(m)mi.

Theorem 1 (Dual basis theorem). An R-module M is projective if and only if it has a dual basis.

Proof. If it has dual basis, then let g :
⊕

I R → M by ei 7→ mi. This is R-linear by construction, and
surjective. Let f : M → ⊕IR by x 7→

∑
i∈I fi(x)ei. Then, g ◦ f(x) =

∑
i∈I fi(x)xi = x Hence, 0→ ker g →⊕

I R
g−→M → 0 is split exact, hence M is direct summand of a free module, thus projective.

Conversely, if M is projective, let g : F → M be a surjective map from a free module with basis
{ei}i∈I . Then, we have a section h : M → F such that gh = 1M . Then, h(x) =

∑
i∈I fi(x)ei. Then,

fi : M → R is in HomR(M,R). Also, by the definition of basis, for each x, fi(x) = 0 all but finitely many,
and x = gh(x) =

∑
i∈I fi(x)xi.
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For the proof of Theorem 11.3 (1) =⇒ (3), one of aibi must be outside of P , otherwise 1 ∈ PRP ,
contradiction. Hence, aibi is unit in RP . Then, for any x/y ∈ IP with x ∈ I, y ∈ R \ P , x/y = aibi(x/y)
since aibi is unit, hence x/y = ai(bix)/y ⊆ aiRP . Conversely, aiRP ⊆ IP , which implies aiRP = IP .

In the proof of (i) of Theorem 11.5, P is a prime divisor of aR, which means that there exists b ∈ R/(a)
such that P = ann(b). Hence, aR : b = P . Then, in RP , bPRP ⊆ aRp implies aRP : b = PRP = m.
Thus, ba−1m = a−1bPRP ⊆ a−1aRP = RP . This implies ba−1 ∈ m−1. Moreover, ba−1 6∈ RP , otherwise
PRP ⊇ ba−1PRP = RP , contradiction. Also, determinant trick means Theorem 2.1. Also, RP is integrally
closed since R is normal.

In the proof of (ii) of 11.5, aRPi ∩R =︸︷︷︸
Proposition 4.8 in [2]

(R− Pi)qi ∩
⋂
j 6=iRPi ∩R = (R− Pi)qi ∩R = qi.

In the corollary, the necessity comes from this; suppose R is normal. Then, (b) is from Theorem 11.5.
(a) is from Theorem 11.2(4). In the sufficient condition, if a is integral over R, then it is integral over all
RP with height P , hence a is in RP with all height 1 primes by (a), thus a ∈ R.

In proof of Theorem 11.6, (2) =⇒ (1), when R is 1-dimensional Noetherian normal domain, the for
every maximal ideal P , RP is 1-dimensional Noetherian local normal domain, thus by Theorem 11.2 (3),
RP is DVR as well as PID. Also, PRP is principal. Then, if (x/y)RP = PRP , then xRP = PRP since y
is unit, hence (x) = P . Thus all maximal ideals of R are principal. Now, R is one-dimensional domain,
thus all prime ideals are principal. Hence, by the below claim, R is PID. Lastly, to see R is Dedekind ring,
we will use Theorem 11.3 by showing that every finitely generated fractional ideal I is principal when it is
localized by any maximal ideal. Let I be a finitely generated fractional ideal. Then, IP is also a fractional
ideal of Rp, thus there exists α ∈ RP such that αIP ⊆ RP . Thus, αIP is a submodule of RP . Hence, αIP
is a principal ideal (maybe non-proper), so we may say αIP = (β). Then, IP is generated by (β/α), hence
principal fractional ideal.

Claim 9. For an integral domain R, PID is local property; in other words, the followings are equivalent.

1. R is PID

2. all elements of Spec(R) are principal.

Proof. Since (1) =⇒ (2) is obvious, I just show (2) =⇒ (1). Let N be collections of all nonprincipal
ideal ordered by inclusion. Suppose R is not PID. Then, N is nonempty. Also, for an ascending chain
a1 ⊆ a2 ⊆ · · · , let a =

⋂∞
i=1 ai. Then, a is an ideal; to see this, for any a ∈ a, a ∈ ai for some i, thus aR ⊆ a.

Also, it is closed under addition. Moreover, a is not a principal; if it was, then we may say a = (b) for some
b ∈ R. Then, b ∈ ai, thus (b) ⊆ ai ⊆ (b) implies ai is principal, contradicting the assumption that ai ∈ N .
Hence, by Zorn’s lemma, N has maximal elements. Let a be such a maximal element. Then, it is not a
principal, thus by (2), it is not a prime. Hence, there exist b, c ∈ R such that b, c 6∈ a but bc ∈ a. Then, let
b := (a, b), c := (a, c). Since both contains a, thus they are not in N , thus principal; let b = (β), c = (γ).
Then, let P = (a : β). First of all, P contains a by definition of ideal, thus P is principal; say P = (β′).
Then, β′β ∈ a, hence Pb ⊆ a. Conversely, both P and b contains a, thus Pb ⊇ a, which implies Pb = a,
contradicting the assumption that a is not principal.

In the proof (1) =⇒ (3), J should be changed to I. And, if I = IP , IP = IPPRP , thus by NAK,
IP = 0. Thus, I=0, which lead contradiction that zero ideal is also a product.

In step 2 of (3) =⇒ (1), a2R + P = I2 = (P + aR)2. In step 3, if Pi is just prime ideal, then we have
an ideal I strictly greater than Pi, then step 2 implies IPi = Pi, and Pi is invertible, since bR is invertible.
Thus, by multiplying P−1

i both sides, get I = R.
In the Krull-Akizuki theorem, the remark can be derived from Proposition 2.8 of [2], a vector space

version of NAK.
In the proof of Lemma, such t ∈ A exists since η ⊗ 1 =

∑r
i=1 aiξi ⊗ 1/bi in M ⊗A K, thus we may let

t =
∏r
i bi. Also, each pi maximal implies that the chain is actually a composition series, hence length is m.

Also, the inequality l(M/aM) ≤ l(E/aE) can be derived by letting n > m. Lastly, B/P is Artinian since
l(B/P ) ≤ l(B/pB) <∞, thus descending chain condition already holds. Lastly,

Claim 10. If R is an Artinian Integral domain, then R is a field.
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Proof. Given x ∈ R, (xi) gives us descending chain of ideals, thus from Artinian, (xN ) = (xN+1) for some
N > 0. Then, xN+1y = xN for some y ∈ R. Thus, xN (xy − 1) = 0 implies y is inverse of x, since it is
integral domain. Hence every elements has its inverse.

1. Let B be a valuation ring of K dominating A, and G its value group. Then for α ∈ mB we have√
α ∈ mB because

√
α ∈ K and vB(

√
α) > 0, so that G has no minimal element.

Moreover, given α ∈ mB , α is algebraic overA, thus
∑n
i aiα

i = 0 for suitable n. Thus, (
∑n
i iv(ai))v(α) ∈

v(K∗). Hence, a multiple of v(α) belongs to v (K∗) ∼= Z. Thus, we may assume G be a subgroup of Q,
hence G is Archimedean. By Theorem 10.7, B is of 1-dimension. Moreover, for any m ∈ N, we may
take m

√
α ∈ B for any nonzero α ∈ mA, hence v(α)/m ∈ G for any m. This shows that G ∼= Q. Hence,

G is strictly bigger than Z, which implies that B is non-discrete valuation ring.

2. If B is a valuation ring of L dominating A, then by Krull-Akizuki theorem, B is a Noetherian local ring
of dimension 1 (since mB is cannot be zero due to the fact that B dominates A, i.e., mB ∩A = mA 6= 0
by construction) Now, we will use Theorem 11.2 (3) to show that B is DVR. (Remark; it seems difficult
to use (4) since there are no clues to show that B is normal.) Since B is Noetherian, mB is finitely
generated, say mB = (ai)

n
i=1 for some n > 0. Now, wlog, we may assume v(a1) < v(ai) for all i > 1.

Then, v(ai/a1) > 0 implies ai/a1 ∈ B, thus mB = (a1), thus principal.

3. Suppose (t) = mA. Notes that in the completion of DVR, the valuation of Cauchy sequence {bi} of A is
determined as v({bi}) = limn→∞ v(bn). To see this converges, notes that every Cauchy sequence {bi} is

of form {bi =
∑i
j=1 aj} where ai ∈ mi ⊂ A. In our cases of DVR, let ai = uit

i where ui is unit or zero.

Thus, let k be the minimal index such that ui 6= 0. Then, for i > k, bi = ukt
k +uk+1t

k+1 + · · ·+uit
i =

tk(uk + t(· · · )). Since A is local ring, (uk + t(· · · )) is unit, thus bi ∈ (tk) for all i > k. Hence,
limn→∞ v(bn) = k. Thus, the function v is well-defined. Moreover, v({bi}{ci}) = v({bi}) + v({ci})
since multiplication of the smallest nonzero t-term induces the sum of two smallest t-term in each
Cauchy. Likewise, v(x+ y) ≥ min(v(x), v(y)) and v(x) =∞ ⇐⇒ x = 0 is clear. Hence, Ã is DVR.

4. Suppose an open ball Br(α) by d at α ∈ K with radius cr. Then, β ∈ Br(α) iff v(α − β) ≤ r. Let

α ∈ R. Then, Br(0) ∩ R = {β ∈ R : v(−β) < r} = m
brc
R . Moreover, for any α ∈ R, Br(α) ∩ R =

{α+ β ∈ R : v(−β) < r} = α+ m
brc
R . Hence, the base of subspace topology of R coincide with m-adic

topology on R.

5. From Theorem 5.7, the ideal I is generated by at most sup{µ(p, I)+cohtp : p ∈ Supp(I)} where µ(p, I)
the dimension over κ(p) = Ap/pAp of I ⊗ κ(p). Here, cohtp ≤ 1 by Theorem 11.6. Also, if p is a
maximal ideal containing I, then Ap is DVR, which means that Ip = (pAp)n for some n > 0, thus
I⊗κ(p) = 0, which implies µ(p, I) = 0. Otherwise, if I∩A−p 6= 0, then Ip = Ap, hence I⊗κ(p) = κ(p),
thus µ(I, p) = 1. In any cases, µ(I, p) ≤ 1, this implies I is generated by at most 2 elements.

6. First of all, for a + b
√

10 ∈ Q(
√

10) with a, b ∈ Q, then it is a solution of x2 − 2ax + a2 − 10b2 = 0
Thus, a + b

√
10 is integral over Z in Q(

√
10) iff 2a ∈ Z and a2 − 10b2 ∈ Z. So for a, there are two

cases; first of all, if a ∈ Z, then 10b2 ∈ Z implies b ∈ Z. Otherwise, if a = a′

2 for some odd a′ ∈ Z,

then (a′)2

4 − 10b2 ∈ Z. Hence, 10b2 = (a′)2

4 , thus (a′)2 = 40b2. However, this cannot hold, since the

lefthandside is odd, while the righthandside is even. Hence, A = Z[
√

10] = Z[X]/(X2 − 10).

Next, to see it is not a principal ideal domain, choose I = (2). Then, A/I = A/2A ∼= Z[X]/(2, X2 −
10) ∼= Z[X]/(2, X2) ∼= Z/2Z[X]/(X2), which is not a domain. However, in case of J = (2,

√
10),

A/J ∼= Z[X]/(2, X,X2−10) ∼= Z[X]/(2, X) ∼= Z/2Z, which is a field. Hence, J is prime (and maximal),
and J 6= I. One can show it is not principal by norm-argument in undergraduate algebraic number
theory; if a+ b

√
10 generates J , then N(a+ b

√
10) = a2 − 10b2 should be ±2. However, a2 ≡ ±2 mod

5 has no solution, so it is impossible.

7. Let {Pi}ni=1 be m-Spec of A. This coincide with SpecA\{(0)} since A is Dedekind ring, thus by 11.6(2),
all nonzero prime ideals are maximal. Then, we may choose α ∈ P1 such that α 6∈ P 2

1 ∪P2∪· · ·∪Pn. To
see this, by Proposition 1.11 of [2], P1 cannot be contained in P2∪· · ·∪Pn, hence P = P1\(P2∪· · ·∪Pn)

24



is nonempty. Moreover, if P ⊆ P 2
1 , then all generators of P1 should be inside of (P2 ∪ · · · ∪ Pn), which

implies P1 ⊆ (P2 ∪ · · · ∪Pn), contradiction. Hence, for each i, we may choose αi ∈ Pi \ (P 2
i ∪

⋃
j 6=i Pj).

Then, in APi , αAPi = PiAPi since v(α) = 1 and APi is DVR. Hence, Pi = αiA. Then, since by
Theorem 11.6(3), any ideal is product of primes, thus principal.

8. As we did in Exercise 10.2, we will use Theorem 7.7. If M is flat, then for any principal ideal (a),
(a) ⊗M → A ⊗M ∼= M is injective for any a. Hence, am 6= 0 for any m ∈ M if a 6= 0, thus M is
torsion-free. Conversely, if M is torsion-free, then by Exercise 11.5, we may assume I = (a, b) for some
a, b ∈ R. Then, for any element ta + ub ∈ I for some t, u ∈ A, (ta + ub) ⊗m 7→ (ta + ub)m 6= 0 if
ta+ ub 6= 0 since M is torsion free. Hence, if (ta+ ub)⊗m is in kernel of I ⊗M → A⊗M ∼= M , then
ta+ ub = 0. Hence, the kernel is zero, and I ⊗M →M is injective for any ideal I.

9. If (1) holds, then for any A-module M , MP is flat iff MP is torsion-free for any maximal ideal P by
Exercise 10.2. By Propostion 3.10 in [2], flatness is local property, thus M is flat iff MP is torsion free
for all maximal ideal P . Thus, it suffices to show that M is torsion free iff MP is torsion free for all
maximal ideals P .

If M is torsion free, then for any 0 6= a ∈ A,m ∈ M , am 6= 0. Thus, if (a/b)(m/s) = 0 in MP where
0 6= a ∈ A, b ∈ A \ P , then tam = 0 for some t ∈ A \ P , hence ta = 0; since t 6= 0, and A is domain,
thus a = 0, contradiction. Hence, MP is torsion-free. Conversely, suppose MP is torsion-free for any
maximal ideal P of A. Then, if am = 0 for some nonzero a ∈ A, m ∈M , then (a/1)(m/1) = 0 in MP

for some maximal ideal P , thus one of a/1 or m should be zero; which implies either a or m is zero,
contradiction.

10. By Exercise 11.8, a finite torsion-free module is flat, thus projective. Now, we use induction on rank,
where rank of a finitely generated module M over the domain A is dimK(M ⊗A K) where K is field
of fraction of A.

First of all, if rank of finitely generated torsion-free module M is 1, then M = M ⊗A ⊆M ⊗K = K
since M is flat and 0→ A→ K is exact. Hence, M is a submodule of K. Also, M is finitely generated;
hence if M = (a1/b1, · · · , an/bn), then b = b1 · · · bn makes bM ⊆ A. Thus, M is a fractional ideal, and
isomorphic to an ideal bM by the multiplication map ·b and ·1/b, done. Suppose it holds for rank with
less than n. Then, in M , pick a submodule M ′ generated by a preimage of basis except one element of
M ⊗A K. Then, M ′ is of rank n− 1, thus M ′ is a direct sum of ideals by inductive hypothesis. Now,
0→M ′ →M →M/M ′ → 0. Here, M/M ′ is of rank 1, thus fractional ideal by the same argument we
did for the base case of rank 1, hence projective. Thus, M = M ′ ⊕M/M ′, and both M ′ and M/M ′

are direct sum of ideals, so is M .

12 Krull rings

In the proof of lemma 1 (Nagata), when a 6∈ Ri, then a−1 ∈ mi by DVR, and notes that ai 6∈ Ri also;
otherwise a−1 is unit, contradiction. Hence, 1 + a+ · · ·+ as−1 6∈ Ri thus (1 + a+ · · ·+ as−1)−1 ∈ Ri. Also,
a(1 + a+ · · ·+ as−1)−1 ∈ Ri, otherwise, a−1(1 + a+ · · ·+ as−1) ∈ Ri, thus (1 + a+ · · ·+ as−1) ∈ Ri since
we have a−1, and by some iterative calculation one can conclude that a ∈ Ri, contradiction.

Also, if 1− at 6∈ mi for any t, then (1− as) is unit, thus (1− as)−1 = (1− a)−1 · (1 + a+ · · ·+ as−1)−1,
hence (1− a)(1− as)−1 = (1 + a+ · · ·+ as−1)−1 exists in Ri. Moreover, a(1 + a+ · · ·+ as−1)−1 ∈ Ri since
a ∈ Ri also.

If (1− a) ∈ mi and s is not the characteristic of Ri/mi, then 1− (1− a) = a is unit. By reducing mod
mi, the element 1 + a+ · · ·+ as−1 becomes sa, which is invertible. Since R is a local ring, any element of R
which is invertible mod R is invertible in R, thus 1 + a+ · · ·+ as−1 is invertible in R.

If (1 − a) 6∈ mi but 1 − at ∈ mi for some t > 1, let t0 be the smallest one such that 1 − at0 ∈ mi.
Then, again at0 is unit, and 1 − adt0 is multiple of (1 − at0) with suitable (1 + a + · · · + as), thus is in
mi. This shows that 1 − as ∈ mi when s is multiple of t0. In this case, (1 + a + · · · + as−1)−1 6∈ Ri,
otherwise (1 − a) ∈ mi, contradicting the assumption. If s is not a multiple of t0, then by mod mi,
1−as =≡ at0−as. If we suppose s < t0, then 1−at0−s ∈ R/mi. This should be nonzero for not contradicting
the minimality of t0. If s > t0, then there exists d > 0 such that 0 < r := s− dt0 < t0. Since 1− adt0 ∈ mi,
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1 − as =≡ adt0 − as ≡ adt0(1 − ar) ∈ R/mi. Again, (1 − ar) 6= 0 in R/mi, otherwise it contradicts the
minimality of t0. In any cases, 1− as 6∈ mi, hence 1− as is unit, thus (1− a) · (1− as) = 1 + a+ · · ·+ as−1

is invertible in R.
In the proof of Theorem 12.2, if Ris are DVR, the choice of xi is from the argument in Exercise 11.7;

see the solution of the exercise in this note. Also, when showing F0 is defining family, then the implication
is just restate of b/a ∈

⋂
AP =⇒ b/a ∈ A. For example, if there are another prime ideal P belonging to

aA, then we may take t ∈ aA ∩ (P \
⋃
F0

pi, and t is unit in each localization, thus the implication implies
aA = A, contradiction when a is nonunit. Also, this only can be done when the primary decomposition of
aA by height 1 prime ideals exists. Also, “Theorem 2 implies F ′ is infinite” is came from the fact that PID
is 1-(Krull) dimensional. The existence of R′ come from that v(a) > 0 is finitely many. Now, Ap1 ⊂ R′

implies p′ ⊂ p1 is came from Theorem 10.1(i). Lastly, b/a ∈ A lead contradiction such that b = (b/a)a ∈ aA,
but by construction b 6∈ aA .

Claim 11. PID ring R is 1-dimensional.

Proof. Let (a) be a nonzero prime ideal. If it is not maximal, then there exists a maximal ideal (b) containing
(a). Then, a = br for some r ∈ R. Since b 6∈ (a), r ∈ (a) since (a) is prime. Thus, r = ac for some c ∈ R,
thus a(1− bc) = 0 implies that 1− bc = 0. Thus (b) = R, contradiction.

Claim 12. PID is Dedekind domain.

Proof. It is integrally closed since ufd, and its localizations are pid, thus all integrally closed (again, ufd) so
normal, and 1-dimensional Noetherian domain, thus Dedekind.

Claim 13. Dedekind domain is Krull ring.

Proof. it is intersection of all localizations by maximal ideal, and by the finiteness of primary decomposition
(from Noetherian) assures the finitely many nonzero condition for valuation at specific element.,

In the proof of Theorem 12.4, (i) Theorem 11.5 with finite primary decomposition (from Noetherian
property) just satisfy the definition of Krull ring. For (ii), given families of DVRs for Ai, by taking intersection
with K, we all assumes that Ai ∩K are Krull ring in K, and the finiteness condition of valuation still holds.
For (iii), since all PID is Dedekind domain thus Krull ring. Also,

Claim 14. K[X] ∩A[X]P [X] = AP [X]

Proof. By construction, K[X] ∩ A[X]P [X] ⊇ AP [X]. Conversely, let f(x) ∈ K[X] ∩ A[X]P [X]. Then,
f(x) =

∑n
i aix

i with ai ∈ K ∩A[X]P [X] = AP , done.

Lastly, in Bλ, don’t forget that X is unit; thus ϕ(X) = Xr(ar + · · · ), and it is unit iff (ar + · · · is unit
in Bλ as well as Rλ[[X]], which holds iff ar is unit.

Honestly, I think theorem 12.5 should be suggested in front of the section.

1. Given a finite extension, take a finite normal extension containing that finite extension (for example,
Theorem VI.1.12 of Lang for this), thus we may assume L/K is Galois. Let O be a valuation ring of L
dominating R. Then, let R∗ be the integral closure of R in L. Then, since O is integrally closed in L,
O contains R∗. Moreover, mO ∩ R∗ is also maximal ideal of R∗ lying over mR. By Theorem 9.3 (iii),
all such prime ideals of R∗ lying over mR are conjugate over K. This implies that there are always
finitely many such O, since all possible mO ∩R∗ are of finite.

Now, let G = AutK(L). Let S1 and S be valuation rings of L dominating R, and let S1, S2, . . . , Sr be
the conjugates of S1 by elements of G, and A = S1 ∩ · · · ∩ Sr ∩ S. If S 6= Si for any i then by Exercise
10.9, there are no inclusions among S1, . . . , Sr, S, and we can apply Theorem 12.2. Letting n, ni be the
maximal ideals of S, Si, and setting n∩A = p, ni ∩A = pi we have p1 · · · pr 6⊆ p, so that we can choose

x ∈ p1 ∩ · · · ∩ pr with x /∈ p. Then x /∈ n, but since x ∈ (n1)
σ−1

for all σ ∈ G, all the conjugates of x
over K belong to n1. Thus, by Vieta’s formula, all the coefficients of the minimal polynomial of x over
K belongs to not only K but n1, i.e., in n1 ∩K = mR (recall that R is valuation ring, thus local, and
by domination, S ∩K = Si ∩K = R for all i.) Thus, these coefficients are contained in p, thus the
minimal polynomial of x evaluated at x is in p, hence x is not unit in Ap, thus x ∈ p, which implies
x ∈ n, a contradiction.
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2. This is the same as Proposition 6 of [3][§8, Proposition 6, p.427]. Let vR be the valuation map over R.

We claim that

Claim 15. Let B be the set of all valuation rings on L whose valuation map extends vR. Then, the
map V 7→ m(V ) ∩R and and m 7→ Rm induces a bijection between B and m− Spec(R).

Proof. By Lemma 2 of Section 9, Every maximal ideal m of R is such that m∩R is the maximal ideal
of R. Also, by Theorem 10.2, for each maximal ideal m of R, there exists a valuation ring V of L
such that V dominates Rm. Thus, V ⊇ Rm. Now, we claim V = Rm. To see this, we may assume
that L is the union of a directed family of sub-extensions Kα of L which are finite over K. Hence,
V = Rm iff V ∩ Kα = Rm ∩ Kα for all α. Now let Rα := R ∩ Kα, then Rα is the integral closure
of R in Kα. Hence by Exercise 10.3, it is intersection of valuation rings of Kα dominating R. Thus,
by Exercise 10.10, all valuations of valuation rings consisting of the intersection actually extends vR.
Moreover, by Exercise 12.1, valuation rings consisting of the intersection is finitely many. Also, by
Theorem 12.2, since Rα is the intersection of distinct valuation rings, it is a semi-local ring, moreover,
each valuation ring consisting of the intersection is just the localization of Rα by its maximal ideal.
Thus, we may write that given m − Spec(Rα) := {m1, · · · ,mn},

⋂n
i=1(Rα)mi = Rα and {(Rα)mi}ni=1

are all valuation rings dominating R in Kα. Thus, since V ∩Kα is still a valuation ring dominating R, it
should be one of {(Rα)mi}ni=1. WLOG, let V ∩Kα = (Rα)m1 . Now, we claim that m∩Rα = m1, which
completes the proof (if it holds, then V ∩Kα = (Rα)m1 ⊆ Rm ∩Kα.) To see this, again, by Lemma 2
of Section 9 with the fact that R is integral closure of Rα in L, m ∩ Rα = mi for some i. Also notes
that Rm ∩Kα = (Rα)mi (⊇ is obvious; if x/y ∈ Rm ∩Kα, then we may assume x, y ∈ Kα by suitable
multiplication, then x, y ∈ R ∩ Kα = Rα and y ∈ Rα \ m = Rα \ mi implies the equality.) Hence,
i = 1, otherwise V ∩Kα = (Rα)m1 contains (Rα)mi , implying m1 ⊆ mi, contradicting maximality of
m1. Thus, V ∩Kα = (Rα)mi ⊆ Rm, which completes the proof that V = R.

Conversely, if V ∈ B, then by Theorem 12.2, V ⊇ R (since V dominates R, so contain R’s integral
closure). Let mV be the maximal ideal of V , and let m = mV ∩ R. Then, m ∩ R = mV ∩ R is the
maximal ideal of R, thus by Lemma 2 of Section 9, m is the maximal ideal of R. Then, by the above
argument with the facts that mV ∩Rm = mRm (thus V dominates Rm) V = Rm.

3. Let {Ai}i∈Λ be the defining collection of DVRs of A. Let Ai be the integral closure of Ai. By the
corollary of Krull-Akizuki theorem, Ai is a Dedekind ring. By Corollary of Theorem 11.5, for any
nonzero prime ideal P of Ai, (since its height is 1), AiP is DVR dominating Ai. By Exercise 12.1,
there are finitely many valuation rings dominating Ai, and by Exercise 12.2, all such valuation ring
dominating Ai is of form AiP , thus Ai is semi-local. Hence, B =

⋂
iAi =

⋂
i

⋂
P∈Spec(Ai)\{0}AiP

where for each i, |Spec(Ai)| <∞. Thus, B satisfy the first condition of Krull ring.

Instead of showing the second condition, I will use Theorem 12.4 (ii); since each AiP is DVR, thus
Krull rings, so it suffices to show that given any nonzero b ∈ B, bAiP = AiP for all but finitely many i
(with some P ). To see this, let bn+an−1b

n−1 + · · ·+a0 = 0 since b is integral over A. Then, for each ai
is units for all but finitely many. Hence, we may assume that {ai}n−1

i=0 is a set of units for all but finitely
many i. Then, pick such Aj where all ais are unit. Then, since a0 = −b(bn−1 + an−1b

n−2 + · · ·+ a1),
1 = −b(bn−1 + an−1b

n−2 + · · ·+ a1)a−1
0 ∈ Aj implies that b is unit. Hence, except for finitely many js,

b is unit. Done.

4. Let P be the set of height 1 prime ideals of A, and for p ∈P by Theorem 12.3 Ap is DVR, so Dedekind,
hence every fractional ideals of Ap is invertible. Hence, by Theorem 11.3 (iii), set Ip = apAp. for some

ap ∈ K Then x ∈ Ĩ ⇔ xI−1 ⊂ Ap for all p ∈ P ⇔ x ∈ apA for all p ∈ P. (To see the last iff, for
y ∈ I−1, then yI ⊆ A ⇐⇒ for y ∈ I−1, yIp ⊆ Ap for all p ∈ P ⇐⇒ for y ∈ I−1, yap ∈ Ap for all
p ∈ P ⇐⇒ for y ∈ I−1, y ∈ a−1

p Ap. Hence, for any y ∈ I−1, xy ∈ Ap implies that x ∈ apAp; to see
this, y = a−1

p b for some b ∈ Ap, and we may write ap = c/d for some c, d ∈ Ap, hence y = bc/d, thus
xy ∈ Ap implies that x = c · e for some e ∈ Ap, hence x = apd ∈ Ap. The converse is obvious. )

Now notes that by Theorem 12.3, the family of DVR generating A is {Ap}p∈P , and since A is Krull
ring, the valuation of x in Ap is 0 except finitely many such localizations. If x ∈ apAp has zero from
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the valuation of Ap, then x = apb for some b ∈ Ap is unit in Ap. Hence, Ip = Ap since I is not only a
fractional ideal but also the ideal of Ap. Thus, we may write

I = (

n⋂
i=1

Ipi∩A)∩(
⋂

p∈P\{pi}

(Ip∩A)) = (

n⋂
i=1

Ipi∩A)∩(
⋂

p∈P\{pi}

(Ap∩A)) = (

n⋂
i=1

Ipi∩A)∩A = (

n⋂
i=1

Ipi∩A).

13 Graded rings, the Hilbert function and the Samuelson function

In p.93, J∗n/J
∗
n+1 = Jn+1

n is (maybe) typo; it should be J∗n/J
∗
n+1 = Jn/Jn+1.

Claim 16. A finitely generated module M over an Artinian ring R is of finite length.

Proof. Since M is finitely generated, we may have an exact sequence 0→ ker f → Rn
f−→M → 0 for suitable

n and f . Then, Rn is Artinian, thus is of finite length, and its submodule ker f is also of finite length. Hence,
so is M .

In the proof of 13.2, g(t) is came from difference between
∑
i=dr

l(Mn+dr )−l(Ln+dr and P (M, t)−P (L, t).

In the example 1 in p.96, l(Rn) = l(R0) ·
(
n+r
r

)
since we have direct sum inside of Rn of a form (R0-

submodule)·(monomial in Rn). Hence, we can add like N0x→ N1x→ · · ·Nkx→ Nkx⊕N0y → · · · and so
on.

In example 2, l(Rn) =
(
n+r
r

)
−
(
n−s+r
r

)
since Rn/(F (x) ∩ Rn) is nothing but the modding out Rn by

image of Rn−s
F−→ Rn; that’s why

(
n−s+r
r

)
should be got rid of.

In example 3, d ≥ t follows from (1− t)−d =
∑∞
n=0

(
d+n−1
d−1

)
tn.

In p.98, an + a − 1 is came from by constructing χI
a

M with the fact that I ⊂ J implies l(M/InM) ≥
I(M/JnM).

In p.98, proof of Theorem 13.4, m is the defining ideal of A, and d(A) is defined as a degree of χm
A(n)

for suitably big n. By definition,
∑n
i=0 l(A/m

i) =
∑n+1
i=0 l(A/m

i) for some sufficiently big n, which im-
plies A/mn = A/mn+1. Now apply NAK with the fact that m is Jacobson radical. Then, mn = 0 im-
plies that Jacobson radical, the intersection of maximal ideals, are nilradical, the intersection of all prime
ideals. Hence, there are no prime ideal which are not maximal. For M , l(M/IjM) = l(Mn/(Mn−1 +
IjMn)) + l(Mn−1/(Mn−2 + IjMn−1)) + · · · + l(M1/(M0−1 + IjM1)), hence the Samuelson function can
be obtained by taking sum for each module as A/pi, then the degree is nothing but the largest degree
term, which coincides with one of d(A/pi). For the dimension, by applying exact sequences n-times, we
have Supp(M) =

⋃
i Supp(A/pi). Hence, dimM = sup{cohtP : P ∈ SuppM} = sup{cohtP : P ∈

Supp(A/pi)} = max dimA/pi.
In step 2, the last inequality came from mn−1M ⊇ (mnM : x1). In step 3, mn is in the annihilator of M

for large n since A is Noetherian. Also, such x can be obtained, otherwise, by Proposition 1.11 in [2], m is
inside of one of pi.

In proof of 13.6 (iii), he uses Corollary 5 to get the inequality.
In the proof of Theorem 13.8, mn/mn+1 ∼= Mn/Mn+1 is isomorphic as a k = (A/m) = R/M -vector space.

Also, the inequality 1 + degϕ ≥ tr.degk R can be derived from degχ = d(A) = δ(A) from Theorem 13.4,
since if we pick such degχ elements making l(A) < 0 and quotient, then it does not have any trascendental
elements.

1. Tu(Rn) = Rn is clear. Suppose I is homogenous. If I = (xi)
∞
i=1 where each xi is homogeneous, then

Tu(I) ⊇ I by representing xi = xiu
−kuk where k = deg xi. By the same notation we have Tu(I) = I.

Thus, only if statement holds for any graded ring. Conversely, if Tu(I) = I, then let x ∈ I, not
necessarily homogeneous. Then we may set x = y0 + · · ·+ yn where each yi ∈ Ri. Now, choose αi ∈ k
with i ∈ {1, · · · , n} so that 1 α1 α2

1 · · · αn1
· · ·
1 αn α2

n · · · αnn

y1

· · ·
yn

 =

Tα1
(x)
· · ·

Tαn(x)
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Thus, if we can solve this matrix equation, we are done. And the only condition we need to check
is that the Vandermonde matrix is invertible; it is well-known that the determinant of Vandermonde
matrix is

∏
i<j(αj −αi). This is nonzero when we choose all distinct αi. Since k is infinitely many, we

can choose such invertible Vandermonde matrix for any n > 0. Therefore, I is homogeneous.

2. If I is homogeneous, Tt(IR
′) = IR′ is obvious using the argument in previous exercise. Conversely, if

Tt(IR
′) = IR′, let x ∈ I \{0} with x = y0 +· · ·+yn where yi ∈ Ri. Then, Tt(x) = y0 +y1t+· · ·+yntn ∈

IR′. Since IR′ consisting of all Laurent polynomial of t whose coefficients are from I, this implies yi ∈ I.

3. Let P ∈ AssA be the embedded associate prime, i.e.,htP ≥ 1 given by problem. Let p1, · · · , pn be the
prime divisors of (a). If P 6⊂ pi for all i, then pick x ∈ P \ pi (this is nonempty by Proposition 1.11 of
[2]). Then (a) : x = (a), since for any b ∈ (a) : x, bx ∈ (a) ⊆ qi implies b ∈ qi for all i (from xn 6∈ qi),
thus b ∈ (a), where qi is primary component of (a).

However, if xy = 0 ∈ (a) : x implies that y ∈ (a), thus say y = ay′. Then, xy′a = 0. But since a is a
non-zero divisor, xy′ = 0, thus y′ ∈ (a). By repeating this, we can conclude that y ∈

⋂
n a

nA = {0},
thus x is nonzero divisor, contradicting the fact that x is a zero divisor since x ∈ P ∈ AssA. Thus,

Hence, P ⊆ pi for some i, thus P + (a) ⊆ pi. Therefore, ht pi ≥ 2. Thus, pi is not a minimal prime
ideal according to Theorem 13.5.

4. (i) Let xy ∈ P ∗ with x = x0 + · · ·+ xn, y = y0 + · · ·+ ym s.t. xi, yi ∈ Ri. To get the contradiction,
suppose both x and y are not in P ∗; then there exists the smallest p and q such that xp 6∈ P ∗
and yq 6∈ P ∗. Hence, the (p + q)-grade element of xy,

∑
i+j=p+q xiyi has a property that all the

components except xpyq are in P ∗. Also, the (p+q)-grade component of xy is in P ∗, since P ∗ is a
homogeneous ideal. Hence, xpyq ∈ P ∗ ⊆ P as well, thus xp or yq is in P ∗ since it is homogeneous
elements, contradicting assumption that both are not in P ∗.

(a) It suffices to show that f 6∈ P, g 6∈ Q∗ implies fg 6∈ Q∗. Let f = f1 + · · · + fr, g = g1 + · · · + gs
with fi, gi are homogenous and deg fi ≤ deg fi+1,deg gi ≤ deg gi+1 for all i ∈ [r] or i ∈ [s]. If
r = s = 1, then g 6∈ Q∗ implies g 6∈ Q, thus done.

Now, suppose r > 1. Pick the smallest p and q such that fp 6∈ P , gq 6∈ Q∗. Then, (p + q)-
graded part of fg can be denoted as

∑
i+j=p+q figj . Here, all the components except fpgq are

inside of Q∗. Hence, the (p + q)-graded part of fg is not nilpotent on R/Q∗, thus fg is not in
Q∗, otherwise (p + q)-graded part of fg is in Q∗ since Q∗ is homogeneous, which implies that
fpgq ∈ Q∗, contradiction.

5. First of all, we may define grade function deg(x/y) := deg x − deg y, which is well-defined. Thus, the
direct sum can be derived by partitioning RS by preimages of elements of Z under deg map. Hence
RS is graded. Next, (RS)0 = K form a field, since all elements are invertible, thus only proper ideal of
K is zero ideal. Next, if RS 6= K, then let t ∈ RS be an element with smallest positive degree, which
coincides with the greatest common divisor of the degrees of elements in S. Now, ϕ : K[X,X−1]→ RS
which maps K to (RS)0 = K and X to t. Now give grading on K[X,X−1] by giving degX := deg t.

We claim ϕ is isomorphism. To show injectivity, let f ∈ kerϕ with f =
∑
i∈Z aiX

i. Then, ϕ(f) = 0
implies that ait

i = 0 since 0 is homogeneous. Thus, all ai = 0 by invertibility of t, thus kerϕ = 0.
To show surjectivity, pick a ∈ RS with degree k. If k = 0, done. If k 6= 0, then k = j deg t + r with
0 ≤ r < deg t. Hence, at−j has degree r, which implies that at−j ∈ K since the least positive degree
in RS is deg t. Now send (at−j)tj by ϕ to get desired one.

6. First half: let S be the multiplicative set made up of homogeneous elements of R not in P ; then
RS/P

∗RS can be viewed as the localisation of R/P ∗ with respect to all non-zero homogeneous elements,
and by the previous question this is ' K

[
X,X−1

]
, which is a one-dimensional ring. Thus there cannot

be chain containing more than P/P ∗ and 0/P ∗.

Second half: proof by induction on ht P = n; take a prime ideal Q ⊂ P with ht Q = n− 1. If Q 6= P ∗

then Q is inhomogeneous, Q∗ ⊂ P ∗ and ht (P/Q∗) > 2, so by the first half, P ∗ 6= Q∗, hence ht P ∗ >
ht Q∗ + 1 = n− 1.
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In the proof of lemma p.104, PB/J ′ is prime ideal by the same argument; if f(x)g(x) ∈ PB but f, g 6∈ PB,
then we may assume that f and g has the lowest p, q such that the coefficient of f, g at xp, xq is not in P ,
then by comparing with the coefficient of xp+q we get the contradiction.

Also, in the last line of proof, “applying previous argument“ means that localizing R[X] by P [X], which
makes a11 +X is invertible.

14 System of parameters and multiplicity

In the first paragraph, by 13.4 means the argument before Theorem 13.4 about the case when M = A.
In the counterexample of proof of 14.1, (y, x + z) is system of parameter since, by calculation y, x, z ∈√

(y, x+ z), i.e., (y, x+ z) is m-primary.
For the completing argument of the proof of 14.3, suppose ax = 0 for some a ∈ R. Then, ax should

be inside of one of the minimal prime ideals contained in xR. However, by the argument in the book, such
minimal prime ideal is zero, but x is nonzero, which implies a = 0, thus x is not a zero-divisor.

In the proof of Theorem 14.4, it uses the fact that degree of Samuelson function is at most degrees of
coefficients of Hilbert polynomials, since Samuelson function is nothing but sums of these coefficients.

In the proof of Theorem 14.5, ϕ(n) · l(A/q) is the upperbound of the length of modules in qn/qn+1 since
we may generate a chain as 0→ x→Mx→M ′x→ · · · (m/q)x→ (m/q)x⊕ y →, seen in the example 1 of
p.96. (Definitely, this chain may contain a repetition due to moding out by qn+1, that’s why this is upper
bound.) Also, degree of ϕ is at most d− 1 by Example 2 of section 13.

Formula 14.2 follows from the fact that degree of Samuelson function is less than d iff dimM < d, thus
by definition e(q,M) = 0. Formular 14.3 is from l(M/(qr)n+1) = χqM )(rn). 14.4 is just from the fact that
qnM ⊇ (q′)nM , therefore the difference between Samuelson function should be positive no matter how n
goes big, which implies that the leading coefficient must have some orders.

In the proof of Theorem 14.6, first inequality of length came from M ′′ = M/M ′ and M ′.
First equation of Theorem 14.10 can be obtained by Fomula 14.1 with the case that d = 0. Also, in the

last equation, the difference in the middle is came from l (M/qnM) − l
((
qn+1M : x1

)
/qnM

)
, but the first

term gives degree d term, but the second term is of at most degree d − 2, hence it does not effect on the
leading coefficient.

In p.113, the assumption d > 0 implies that Pi 6⊃ V , otherwise Pi = (X1, · · · , Xs), thus d = dim k[X]/Q =
ht(Pi) = 0, contradiction.

The condition k is infinite implies V 6=
⋃t
i=1(V ∩Pi) by [7], which is pretty simple. Next, by adding linear

forms, and applying the Krull’s hauptidealsatz succesively, we may assume that N = k[X]/(Q, l1, · · · , ld) is
dimension 0. Hence, for any xi, there exists ni such that xnii ∈ (Q, l1, · · · , ld), otherwise N ⊇ k[X1] as a
subring which implies dimN ≥ 1, contradiction. Thus, pick n :=

∏
i ni, then ((xi)

s
i )
sn ⊆ (Q, l1, · · · , ld) ⊆

(xi)
s
i=1, which implies that it is a primary.
In p.114, “If ϕnv (αij) for 1 6 v 6 pn are the cn × cn minors of this matrix then the necessary and

sufficient condition for (X1, . . . , Xs)
n ⊂ (Q, l1, . . . , ld) to hold is that at least one of the ϕn (αij) is non-zero.”

can be shown as this argument; for example, if all of cn × cn minors of the given matrix M are zero, then
M has rank less than cn, thus

MT ·
(
n-monomials

)
=

K1

· · ·
Kw


shows that Vn is not embedded in span of Kis, which is degree n graded parts of (Q, l1, . . . , ld). Otherwise,
this map is rank cn, so Vn is embedded in (Q, l1, . . . , ld).

Next, in Shafarevich’s argument, he mentions the fact from [2] that f ∈ A[x] is zero divisor iff ∃a 6= 0 ∈ A
such that af = 0. Thus, if f contains a coefficients from unit, there is no such a, hence not a zero divisor.
Also, lA(A/qn) = lA(x)(A(x)/qnA(x)) is came from the general statement IA(x)/I ′A(x) ∼= (I/I ′)⊗AA(x) ∼=
k ⊗ A(x) ∼= A(x)/mA(x) as follow; For I/qn ) I ′/qn, with (I/qn)/(I ′/qn) is simple implies I/I ′ ∼= k and
hence (IA(x)/qnA(x))/(I ′A(x)/qnA(x)) is also simple using the hint so that the two lengths become equal.

1. (a) (Use I = m for notation) Suppose ab = 0 for some nonzero a, b ∈ A. Then there exists the smallest
n,m such that a ∈ In and b ∈ Im. Thus, (a+ In+1) ∈ In/In+1, (b+ Im+1) ∈ Im/Im+1 both are
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nonzero. Hence, (a+ In+1)(b+ Im+1) = (ab+ In+m+1). Since grI(A) is domain, (ab+ In+m+1)
is nonzero, thus ab ∈ In+m but not in In+m−1, thus ab is nonzero. Hence A is domain.

(b) (y + m2)(y + m2) = (y2 + m3) = (−x3 + m3) = 0.

2. (a) (a+ mia)(b+ mib) = (ab+ mia+ib+1) 6= 0 implies that ab 6∈ mia+ib) and ab ∈ mia+ib . This shows
the equality.

(b) Again, a∗ + b∗ 6= 0 implies that (a+ b) has leading term in the same graded part.

(c) First of all, B/n ∼= A/m. Also, gives a map grn(B) → G/I∗ by (a + ni) 7→ a∗ + I∗. To see it
is well-defined, let b ∈ A such that (a + ni) = (b + ni). Then, a∗ and b∗ in G have the same
degree, and a = b + c for some c ∈ I. Thus, a∗ = (b + c)∗ = b∗ + c∗ by previous exercise, thus
a∗ + I∗ = b∗ + I∗.

Next, this map is surjective; for any a∗ + I∗, take the preimage of a∗ in A, say a, which gives
(a + ni) by the construction of a. Also, this map is injective, since if (a + ni) sent to 0, then
a∗ ∈ I∗, hence a ∈ I, thus a = 0, which implies (a+ ni) = 0.

3. First statement is came from Exercise 14.2 (i). For the second, this is from [4][Exercise 4.6.12(b)] Let
R = K[[X,Y, Z]] and I = (X2, XY + Z3). Then XZ∗ ∈ I∗ since X(XY + Z3) − X2Y = XZ3, but
(X2)∗ = X2, (XY + Z3)∗ = (XY ), hence XZ3 6∈ (X2, XY ). Moreover, the associated graded ring is
just k[X,Y, Z], which is an integral domain.

4. (a) For any a/b ∈ K, then extends v(a/b) = v(a)− v(b), which is defined well since regular local ring
is UFD.

(b) By definition of regular system of parameters, m = (x1, · · · , xd) and no set of elements generate
m if the number of elements in the set is less than d.

Now, notes that P contains x1, · · · , xd, thusB/P = A/m[x2/x1, · · · , xd/x1] = k[x2/x1, · · · , xd/x1],

which is integral domain. (If there is a relation
∑d
i=2 cixi/x1, then this induces relation between

x2, · · · , xd on m/m2, contradicting the fact that they extends to the canonical basis of m/m2.)

Next, to show R = BP , first of all notes that xi/xj ∈ BP for any i, j. Now, let t := a/(b + c1 +
· · ·+cn) where v(a), v(ci) ≥ v(b) for some homogeneous elements a, b, ci in A generated by system
of parameters. First of all, v(b+c1 +· · ·+cn) = v(b), thus v(a/(b+c1 +· · ·+cn)) = v(a)−v(b) ≥ 0.
If v(a) = v(b), then b/a + c1/a + · · · cn/a is inverse of t, and b/a is unit in RP , and

∑n
i ci/a is

elements of P , thus b/a + c1/a + · · · cn/a is unit in BP , which implies t ∈ BP . If v(a) > v(b),
then we may assume that a = a′d for some a′, d ∈ A with v(a′) = v(b), then a/(b+ c1 + · · ·+ cn)
is unit in BP , thus still t ∈ BP .

Lastly, let t := (a0+a1+· · ·+am)/(b+c1+· · ·+cn) =
∑m
i=0 ai/(b+c1+· · ·+cn) with each ai are also

homogeneous elements generated by system of parameters. Then, each component of the sum is in
BP , so t ∈ BP . Since all a/b ∈ K with v(a/b) ≥ 0 are of form (a0+a1+· · ·+am)/(b+c1+· · ·+cn),
thus R ⊆ BP . Conversely, all generators of BP are A and xi/xj , which haves non-negative
valuations, thus BP ⊆ R, which shows R = BP .

5. Let s = v(f). From the equation
∑n
i=0 l (M

′
i) = l

(
M/In+1M

)
in p. 97, we knows that l((A/(f))/mn(A/(f))) =∑n

i=0 m
i(A/(f))/mi+1(A/(f)) =

∑s−1
i=0

(
i+d
d

)
+
∑n
i=s

((
i+d
d

)
−
(
i−s+d
d

))
=
∑n
i=0

(
i+d
d

)
−
∑n
i=s

(
i−s+d
d

)
.

Now use the formula
∑n
v=0

(
d+ v − 1
d− 1

)
=

(
d+ n
d

)
in p.97,

l((A/(f))/mn(A/(f))) =

n∑
i=0

(
i+ d

d

)
−

n∑
i=s

(
i− s+ d

d

)
=

(
d+ 1 + n

d+ 1

)
−
(
d+ 1 + n− s

d+ 1

)
.

Hence, by the same argument in Example 2 of p.96, l((A/(f))/mn(A/(f))) = s
d!x

d+(lower degree terms),
hence the multiplicity is s = v(f).

6. This is the main theorem of [5], whose proof from the Lemma of the book (which is Theorem 2 in [5])
is too long to write down.
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7. Recall that Jacobson ring A is a ring such that every prime ideal P should be expressible as an
intersection of maximal ideals. To see this, notes that SpecAf = {p ∈ Spec(A) : f 6∈ p}. So pick
p ∈ SpecAf as a prime ideal of A. Since p 6= m (since f ∈ m) we knows that dimA/p ≥ 1. If
dimA/p = 1, then (f, p) = m, hence pAf is maximal, done. Suppose r := dimA/p > 1. Now, pick an
arbitrary g ∈ m− p. Then, choose x2, · · · , xr ∈ m such that

ht (p, f, x2, . . . , xi) /p = ht (p, g, x2, . . . , xi) /p = i

for 2 6 i 6 r. (We can choose such element by the fact that m \ (p, f, g, x2, · · · , xi) 6= ∅ when i < r− 1.
If i = r − 1, use the fact that m is not subset of union of minimal prime divisors of (p, f, x2, · · · , xi)
and (p, g, x2, · · · , xi), otherwise by Proposition 1.11, m is subset of such minimal divisors, which is
nonsense since their coheight in A is 1, but coheight of m is 0.) Then any minimal prime divisor
P of (p, x2, . . . , xr) satisfies dimA/P = 1. Also, f 6∈ P , otherwise P is minimal prime divisor of
(p, f, x2, · · · , xr) also, thus P = m, contradiction. Likewise g 6∈ P .

Thus, collect all such minimal prime divisors for arbitrary g 6∈ m−p. Then, p is nothing but intersection
of all these collection, which are subst of m− Spec(Af ).

15 The dimension of extension rings

According to p.47 48, if we let C = B ⊗A κ(p) := Bf(S)/pBf(S) where S = A \ p and f(S) is its image in
B, then for any P ∈ Spec(B) with P = P ∗ ∩ B for some P ∗ ∈ C, CP∗ = BP /pBP . Hence, dimBP /pBP ≤
dimB ⊗A κ(p) in the proof of Theorem 15.2.

In the proof of 15.3, we can find Q0 applying going down theorem on p ⊃ q with P0. ht(Ti/Q0) = 1 by
Krull’s Principal ideal theorem with quotienting by Q0. Also, P1 \ (

⋃
i Ti) 6= ∅, otherwise, by [2][Proposition

1.11] P1 ⊆ Ti for some i, contradicting that their heights are differ.
For choosing Q1, since P1 contains Q0 + yB, so there must be a minimal prime divisor contained in P1,

since intersection of all minimal prime divisors are the radical of Q0 + yB, which is inside of P1, thus use
[2][Proposition 1.11] again to assure that Q1 exists. Next, if ϕ(x) ∈ Q1, then Q1 is minimal prime divisor of
Q0 + xB, which contradicts the fact that Q1 6= Ti for all i.

In the proof of Theorem 15.4, the author implicitly uses the fact that any localization by a prime ideal
of κ(p)[X] is again dimension 1.

In remark 2, the generic fiber of A → A[[X]] is C := A[[X]] ⊗ κ(0), and SpecC = {Q ∈ SpecA[[X]] :
Q ∩A = 0}. Since P = kerϕ ∈ SpecC, every prime ideal inside of P are in C, thus dimC = 2.

Recall from section 5 that a ring A is catenary if for any p ⊆ p′ with p, p′ ∈ Spec(A), there exists a
saturated chain of prime ideals starting from p and ending at p′, and all such chains have the same finite
length. Saturated chain is a chain such that for any two consecutive prime ideals P ⊆ Q in the chain has
ht(Q/P ) = 1, i.e., no primes exists inbetween P and Q.

In the equality proof of theorem 15.5 with Q = (0), if P = pB, then htP = ht p, and tr.degκ(p)κ(P ) =
tr.degkκ(k[X]) = 1 = tr.degAA[X]. If ht(P/pB) = 1, then htP = ht p + 1, and tr.degκ(p)κ(P ) =
tr.degkκ(k[X]/(f)) = 0, while tr.degAA[X] = 1.

In the last line of the proof of Theorem 15.5, notes that htP ≥ ht p, which came from a special property
of polynomial ring that (q, f) is a prime in A[X] for any irreducible one, and these are only primes we can
have in A[X], thus equality holds.

In the proof of only if part of 15.6, when Q = 0, there is nothing to prove, since domain formula holds
for polynomial ring over A. If Q 6= 0, then htP = htP ∗ − htQ implies the equality as in the proof of 15.5.

In the proof of if part of 15.6, b ∈ Qq2 · · · qr − P exists; to see this, notes that Q ∩ q2 ∩ · · · ∩ qr ⊆ P
implies that P contains one of qi or Q, which does not make sense by the given assumption; thus T :=
Q ∩ q2 ∩ · · · ∩ qr \ P 6= ∅. Hence, by taking r + 1 exponentiation for any elements of T we get an element of
Qq2 · · · qr − P .

Now, I : bvB ⊇ q1 is clear; conversely, if t ∈ I : bvB, then tbv ∈ I. Since bv ∈ Qq2 · · · qr but bv 6∈ q1,
t 6∈ q1 implies that tbv 6∈ I, which contradicts the fact that tbv ∈ I.

Next, if z ∈ J ∩B, then for the form z = u/bk, u should contain bk term. Also, z is a polynomial of yis
with no constant (B-elements), thus u ∈ I since u is a polynomial of ais with B-coefficients without constant
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term. This implies J ∩ B ⊆ q1. Conversely, if t ∈ q1, then tb ∈ I, so we let tb =
∑h
i=1 aibi for some bi ∈ B,

which means that t =
∑h
i=1 yibi ∈ J . Hence, q1 ⊆ J ∩B.

Actually, dimCM ≤ h+d can be derived by Exercise 16.1., since y1, · · · , yh form a CM -regular sequence.
Or you may use Theorem 154 of [9].

Last inequality of p.122 is actually dim(R/uR) = htm′ = htm = dimA. Notes that this condition only
holds when A is local; otherwise, dimG ≤ dimA since htm ≤ dimA in general.

1. P ∩ A ⊇ p is clear since X = Y · (X/Y ). Conversely, suppose f ∈ P ∩ A, then f is a polynomial of
X,Y over a field coefficient; also, f has zero constant term, otherwise f 6∈ P contradiction; thus f ∈ p.

Also, Theorem 13.5 shows that htP ≤ 2, and (0) ⊆ (Y ) ⊆ (Y,X/Y ) is a chain of prime ideals, thus
its height is 2. Also, height of p is 2 clearly. Now to check height of BP /pB, set Z = X/Y . Then,
X = Y Z, B = k[Y,Z] ⊃ A = k[Y Z, Y ], thus pB = Y B. Thus, B/pB ∼= k[Z], hence dimBP /pBP =
dim k[Z](Z) = 1. Thus htP = 2 < 3 = ht p + dimBP /pBP .

To make an example showing that going-down theorem does not hold between A and B, let p′ = (X −
αY )A for 0 6= α ∈ k. If Q is a minimal prime ideal of B containing (X−αY ) = (Y Z−αY ) = Y (Z−α),
then Q must contain Y or Z − α. Also, the minimal prime ideal containing Y (Z − α) in B must have
height less than 1, so it means that Q = (Y )B or Q = (Z − α)B since they have height 1. However,
Y B ∩A = Y A 6= p′ since X − αY 6∈ Y A, and Z − α 6∈ P , thus there does not exist any prime ideal of
B contained in P and lying over p′, however p′ ⊆ p and P is lying over p.

2. No. Set f = XY − 1. Then fB is a prime ideal of B, and fB ∩ A = (0). Since fB + XB = B there
does not exist any prime ideal of B containing fB and lying over XA; in other words, when (0) ⊆ (X)
and fB is lying over (0), then there are no prime ideal containing fB lying over (X).

3. See Nagata’s example in [2][Exercise 11.4]; Let k be a field and let A = k [x1, x2, . . . , xn, . . .] be a
polynomial ring over k in a countably infinite set of indeterminates. Let m1,m2, . . . be an increasing
sequence of positive integers such that mi+1−mi > mi−mi−1 for all i > 1. Let pi =

(
xm1+1, . . . , xmi+1

)
and let S be the complement in A of the union of the ideals pi Each pi is a prime ideal and therefore
the set S is multiplicatively closed. The ring S−1A is Noetherian by Chapter 7, Exercise 9. Each
S−1pi has height equal to mi+1 −mi, hence dimS−1A =∞.

Here, let AS as our ring, and set I = xm2
AS , which is contained in m2 := (xm1+1, · · · , xm2

), which
is maximal ideal of AS . Then, by constructing Rees algebra and using the argument in the proof of
Theorem 15.7, dimG = htm2 = m2 −m1 <∞ = dimA.

16 Regular sequences

In the last line of proof of Theorem 16.1, aiη1 ∈ a1M + · · · + ai−1M implies η1 ∈ a1M + · · · + ai−1M ,
because, if η1 6∈ a1M + · · · + ai−1M , then η1 is nonzero in M/(a1M + · · · + ai−1M), thus aiη1 6= 0 in
M/(a1M + · · ·+ ai−1M), contradiction.

In the proof of Theorem 16.2, to show n = 1 case, pick a monomial mXv for some v > 0, then assume
mav1 ∈ Iv+1M . Hence, mav1 = m′av+1

1 , thus av1(m−a1m
′) = 0. Since a1 is M -regular, this implies m = a1m

′,
which implies that the coefficient m is in IM .

In the proof of Theorem 16.3, a1ξ = 0 implies that F (X) := ξX1 has a property that F (a) = 0 ∈ IvM
for all v. Since ai is quasi-regular, ξ ∈ IM . Then, ξ =

∑
aiηi. Then, G(X) :=

∑
ηiXiX1. Then, G(a) = 0

with quasi-regularity implies that ηi ∈ IM . Repeating this procedure, we knows that ξ ∈ ∩IvM = (0).
Also, in the proof of Theorem 16.3, i ≤ v since F is v-homogeneous, therefore a1ω ∈ IvM .
For corollary, permutation holds since in case of M -quasi-regular, permutation is nothing but permuting

indeterminates.
In the counter example, X · Z(Y − 1) = 0 in A/(X(Y − 1)) while X 6= 0 in A/(X(Y − 1)).
In the proof of Theorem 16.6, the last exact sequence 0→ ExtiA(N,M)→ ExtiA(N,M) is came from the

long exact sequence of ext over 0 → M → M → M1 → 0, thus for any i ≤ n, ExtiA(N,M) ∼= ExtiA(N,M).
Now, large power fnt annihilates ExtiA(N,M) means that the map (·ft) has kernel as fn−1

t , which implies
that ExtiA(N,M) = 0.
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To get HomA (A/I,Mn) ∼= Ext1
A (A/I,Mn−1) ∼= · · · ∼= ExtnA(A/I,M), notes that for any A−module

N,M , ann(ExtiA(N,M) ⊇ ann(N); to see this, pick an injective resolution M → I•, then ExtiA(N,M) :=
ker(HomA(N, Ii) → HomA(N, Ii))/ Im(HomA(N, Ii−1) → HomA(N, Ii)). Pick [g] ∈ ExtiA(N,M) for some
g ∈ HomA(N, Ii) in the kernel. Then, for any f ∈ ann(N), fg(n) = g(fn) = g(0) = 0 implies that fg = 0.
Hence, [fg] = 0, which implies the desired result. Now observes, from the given situation (I has length n

M -regular sequence) that the long exact sequence of Ext•A(A/I,−) on 0→M
f1−→M →M1 → 0 gives that

Extn−1
A (A/I,M) = 0→ Extn−1

A (A/I,M1)→ ExtnA(A/I,M)
f1−→ ExtnA(A/I,M)→ · · ·

but since f1 ∈ ann(A/I) = I, this implies Extn−1
A (A/I,M) = 0 → Extn−1

A (A/I,M1) → ExtnA(A/I,M).
Now apply induction. Next, if ExtnA(A/I,M) = 0, then Theorem 16.6 implies that there exists length n+ 1
M -regular sequence. Moreover, we can extend it by thinking M -regular sequence on A/(x1, · · · , xn) with
I/(x1, · · · , xn) using Theorem 16.6.

V (I) = V (I ′) implies that depths are equal came from statement (1) and (2’) of Theorem 16.6.
In the proof of Corollary of p.131, the last iff came from Theorem 16.5(i)

1. To see dimM ′ ≥ dimM − r, let k = dimM ′. Then, by Theorem 13.4, there exists y1, · · · , yk which
is the system of parameters of M ′ in A/(a1, · · · , ar). Then, dimM/(a1, · · · , ar, y1, · · · , yk)M = 0
since dimM = δ(M) = 0 by Theorem 13.4. (See p.98) Thus, r + k ≥ dimM , which implies that
dimM ′ ≥ dimM − r.
Conversely, to see dimM ′ ≤ dimM − r, by induction it suffices to show that r = 1 case. When r = 1,
then a1 6∈ annM , thus height of (a1) in A/ annM is 1. Now, notes that ann(M ′) = ann(M/a1M)
contains (a1, ann(M)), thus the height of ann(M ′)/ ann(M) ≥ 1. Thus, from dimA/ ann(M ′) +
ht ann(M ′)/ ann(M) ≤ dimA/ ann(M), we have dimM ′ ≤ dimM−ht ann(M ′)/ ann(M) ≤ dimM−1.
Apply this argument r times to get dimM ′ ≤ dimM − r.

2. Apply Theorem 16.9 with M = A/a, N = A/b to get ExtiA(A/a, A/b) = 0 for i < grade a −
proj dimA/b. Since grade a − proj dimA/b is positive, HomA(A/a, A/b) = Ext0

A(A/a, A/b) = 0. To

see this implies b : a = b, let f ∈ A such that fa ⊆ b. Then, A
f−→ A/b has kernel containing a, thus we

may regard (·f) ∈ HomA(A/a, A/b), but this implies that (·f) is zero map; hence f ∈ b. The converse
is clear.

3. Let P ∈ Ass(A/I). Since grade I is nothing but the maximal length of A-sequence in I, which also
form an A-sequence of P , thus grade of P is greater than or equal to k. If grade P > k, then Exercise
16.2 shows that I : P = I, contradiction; to see why it is problematic, let

⋂l
i=1Qi = I be the primary

decomposition of I, with
√
Q1 = P . Then, (Q1 : P ) ∩

⋂l
i=2Qi ⊆ I : P . Hence, it suffices to show that

(Q1 : P ) 6= Q1.

If Q1 = P , then (P : P ) = A 6= Q1, thus we may assume Q1 6= P . In this case, (Q1 : P ) ⊆ P since
for any x ∈ (Q1 : P ), xy ∈ Q1 with y ∈ P \ Q1 implies that x ∈

√
Q1 = P by primary-ness of Q1.

Thus, by localization we may assume that P is the maximal ideal in Noetherian local ring A, and Q1

is P -primary in A. Now in A/Q1, (Q1 : P )/Q1 = (0 : P/Q1), thus we may regard the problem as
showing (0 : P ) 6= 0 for a Noetherian local ring (A,P ). Now by Corollary 7.16 of [2], we may assume
that P is nilpotents, i.e., Pn = 0 for some n. Further, we may assume that n is the smallest integer
such that Pn = 0. If n = 1, then P = Q1, contradiction. Thus n > 1. Then, (0 : P ) ⊇ Pn−1 6= 0. This
shows that (0 : P ) 6= 0.

Claim 17. A is Noetherian ring, I is proper ideal. Then grade I ≤ proj dimA/I.

Proof. Otherwise, by Exercise 16.2, HomA(A/I,A/I) = 0, contradicting the fact that the identity map
exists.

4. Notes that 0→M
a1−→M →M/a1M → 0 is exact. Since B is flat over A,

0→M ⊗A B
f(a1)−−−→M ⊗A B → (M/a1M)⊗B → 0
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is exact. By five lemma with the exact sequence 0→M⊗AB
f(a1)−−−→M⊗AB →M⊗B/f(a1)M⊗B → 0,

(M/a1M)⊗B ∼= M ⊗B/f(a1)M ⊗B 6= 0. Since (M/a1M)⊗B is nonzero module, f(a1) is (M ⊗B)-
sequence. Now apply the same argument on a2, · · · , ar.

5. Before going further, we prove a result about Ext when M = IM .

Claim 18. When A is Noetherian, I is a proper ideal, and M is a finite A-module s.t. M = IM then
ExtiA(A/I,M) = 0 for all i.

Proof. From the given condition, [8][Proposition 3.3.10] shows that ExtiA(A/I,M)P ∼= ExtiAP (AP /IAP ,MP ).
If a prime ideal P does not contain I, then AP /IAP=0.If P contains I, thenM = IM impliesM/PM =
0 (since PM ⊇ IM = M), thus MP = 0 by NAK (apply NAK on AP with PMP = MP ). Hence, in
any cases, ExtiA(A/I,M)P ∼= ExtiAP (AP /IAP ,MP ) = 0, which implies ExtiA(A/I,M) = 0.

Thus, if M = PM , then depth of both M an MP are infinite, thus the inequality holds. If M 6= PM ,
to define depth. To see depth(P,M) ≤ depth(PAP ,MP ), notes that f : A → AP is a flat homomor-
phism, hence Exercise 16.4 implies that any M -sequence p1, · · · , pr gives MP -sequence f(p1), · · · , f(pr)
when MP /(f(p1), · · · , f(pr))MP 6= 0. If P 6∈ Supp(M), then [8][Proposition 3.3.10] shows that
ExtiA(A/I,M)P ∼= ExtiAP (AP /IAP ,MP ) = 0, thus the inequality holds. If P ∈ Supp(M), then
MP 6= PMP , otherwise NAK implies that MP = 0, contradicting the assumption that P ∈ Supp(M).
Hence, Exercise 16.4 implies that every M -sequence gives MP -sequences, which implies the desired
inequality.

To get the counterexample, suppose that (A,m) is local; then if m ∈ Ass(A), then m = ann(x) for
some nonzero x ∈ A, thus m is nilradical, which implies that m has no A-regular sequence. Thus,
depthA = 0. However, if there exists a prime ideal P in A whose height is nonzero, and P is not in
the associated prime of A, then depthAP > 0, which gives a counterexample. For example, let A =
k[X,Y, Z](X,Y,Z)/(X,Y, Z)2 ∩ (Z). Then, Ass(A) = Assk[X,Y,Z]((X,Y, Z)2 ∩ (Z)) = {(X,Y, Z), (Z)}.
Now think P = (X,Z). Then, AP = k[X,Y, Z](X,Z)/(X,Y, Z)2∩(Z) = k[X,Y, Z](X,Z)/(Z

2, ZX,ZY ) =
k[X,Y, Z](X,Z)/(Z) ∼= k[X,Y ](X), which is a domain. Here, PAP = (X), thus it contains AP regular
element X, such that AP /(X) ∼= k(Y ) and AP is domain. Hence depthAP ≥ 1.

6. Let I = (a1, · · · , an). Suppose not; then there exists a polynomial f(x) ∈ k[X1, · · · , Xr] such that
f(a) = 0. Now, let f = f0 + f1 + · · · + fr as a sum of homogeneous polynomials. Then, f0(a) =
−
∑r
i=1 fi(a) ∈ I implies f0 ∈ I. Since f0 ∈ k, thus this implies that f0 = 0; (since all nonzero

elements in I is not unit, however all nonzero elements of k is unit in A.) Then, f1(a) ∈ I2 implies
f1 ∈ I[X1, · · · , Xn], thus f1 = 0. By doing this argument for all i, we can conclude that f = 0.

7. Let x = (x1, . . . , xn) be a maximal M -sequence in m, and set M ′ := M/
∑
xiM . Then, by [4][Propo-

sition 1.2.1], m ∈ AssA(M ′) since the only prime ideal containing m is m itself. Thus, m = ann(ξ) for
some ξ ∈ M ′. Hence, mB(ξ) = 0. Since mB is n-primary, nv ⊆ mB by [2][Cor 7.16]. Hence, nv is a
set of zero divisor, thus [4][Proposition 1.2.1] implies that nv should lie on an associate prime of M ′ in
B, which is n since that associate prime must contain the radical of nv, which is n, the maximal ideal.
Hence, x is also the maximal M sequence in n.

8. We may assume that there are no redundant primes. By assumption, there exists a ∈ A, b ∈ I such
that xa + b 6∈ Pi for all i. Also, if x ∈ Pi then b 6∈ Pi. Hence, let S := {i : x ∈ Pi}, Sc := [r] \ S. If
Sc = ∅, then x+ b 6∈

⋃
i Pi, done.

If Sc is not empty nor [r], we claim
⋂
i∈Sc Pi \

⋃
i∈S Pi is nonempty; if it is empty, then

⋂
i∈Sc Pi is

a subset of union, thus [2][Prop 1.11 (i)] implies that the intersection is in Pi for some i ∈ S, then
[2][Prop 1.11 (ii)] implies that Pi ⊇ Pj for some j ∈ Sc, contradiction. Take c ∈

⋂
i∈Sc Pi \

⋃
i∈S Pi.

Now we claim x + bc 6∈
⋃
i Pi; if i ∈ S, then x ∈ Pi implies b 6∈ Pi; also by construction c 6∈ Pi, hence

x+ bc 6∈ Pi. If i ∈ Sc, then x 6∈ Pi but c ∈ Pi, hence x+ bc 6∈ Pi.
Lastly, if If Sc = [r] and

⋂
i∈Sc Pi 6= ∅, then x+ 0 6∈ Pi for all i, done.
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9. This holds when n = 0 vacuously. Suppose n > 0, let I = (x1, · · · , xn). If grade I = 0, done.
Otherwise, I has a regular element, thus I 6⊂ D(A), where D(M) is a set of zero divisors of M . By
definition of associate primes as a maximal elements of annihilators of elements of A, we knows that
D(A) =

⋃
P∈Ass(A) P . Now, let x := x1, I

′ := (x2, · · · , xn). Since xA + I ′ = I 6⊆
⋃
P∈Ass(A) P , the

above exercise shows that there exists y ∈ I ′ such that x + y 6∈
⋃
P∈Ass(A) P = D(M). Thus let

u1 := x1 + y. If grade I = 1, done. Otherwise, I/u1A has a regular element of A/u1A.

Now we claim that I ′/u1A 6⊆ D(A); to see this, notes that every element of I can be written as A-linear
combination of u1, x2, · · · , xn (since x1 can be replaced with u1 by suitable coordination of coefficients
of xi) so I ′/u1A ⊆ D(A) implies that I/(u1A) ⊆ D(A), contradicting the assumption that I/u1A has
a regular element. Thus, applying the above exercise again on x = x2 and I ′′ := (x3, · · · , xn)/u1A,
we get y′ ∈ I ′′ such that u2 := x2 + y′ is regular. Now continue this process until it reach its own
grade. And notes that if grade I = n, then we may find u1, · · · , un−1, and by the same argument
(xn) 6⊆ D(A/(u1, · · · , un)A). Hence, we may pick a regular element un from (xn); especially xn is
regular, otherwise any un cannot be regular. and since (u1, · · · , un) = (x1, · · · , xn), thus I is generated
by A-sequences. Also, gradeI cannot exceed n, since by definition of maximal A-sequence, u1, · · · , un, b
cannot form A-sequence since b ∈ I = (u1, · · · , un).

10. (a) Suppose r = 1. Then, P = (a1) is principal thus its minimal prime divisor, which is P itself has
height 1 by given condition. Thus there exists a prime ideal Q such that P 6= Q, P ⊇ Q. If y ∈ Q,
then y = xa1 for some x ∈ A, and since a1 6∈ Q (otherwise Q = P ) thus x ∈ Q. So Q = a1Q.
When A is local ring, then since a1 is in the maximal ideal m, thus mQ ⊇ a1Q = Q, therefore
NAK implies Q = (0). Thus there is only one minimal prime of A, which is (0), thus A is integral
domain. Or, if A is N-graded and a1 is homogeneous of positive degree, we may assume Q is also
graded by Theorem 13.7 then Q = a1Q implies that Q ⊆ R0, however P = (a1) ⊆ ⊕i>0R1, which
implies that Q ⊂ R0 ∩ ⊕i>0R1 = 0. Again, A is integral domain.

Now, to use induction, suppose that it holds for 1, 2, · · · , r − 1. Then, P/(a1, · · · , ar−1)A =
(ar)/(a1, · · · , ar−1)A is principal prime ideal. Since a minimal prime divisor of (a1, · · · , ar−1) has
height r−1, P is not a minimal prime divisor of (a1, · · · , ar−1), thus P/(a1, · · · , ar−1)A has height
1. Thus, by applying r = 1 case on (ar)/(a1, · · · , ar−1)A, A/(a1, · · · , ar−1)A is integral domain,
thus P ′ := (a1, · · · , ar) is prime ideal. Then height of P ′ is at most r− 1 by Theorem 13.5. Now,
localize A by P , then (AP , PAP ) is a regular local ring, thus integral domain (Theorem 14.3).
Thus, Theorem 13.5 implies that (ar) in AP has height 1. Moreover, a1, · · · , ar is AP -regular,
since AP /(a1, · · · , ai)AP is dimension r − i local ring whose maximal ideal is generated by r − i
elements, thus regular local ring, for any i. Now, notes that the maximal A-sequences of P ′

is its generators, thus its depth is r − 1. Thus, by Exercise 16.4, the maximal ideal P ′AP ′ of
(AP )P ′ = AP ′ has also depth r − 1. Now apply the claim below to have height of P ′ is at least
r− 1 (by localizing A by P ′). This implies that height of P ′ is r− 1. Thus, P ′ in A (not AP ) has
also height r − 1. Now apply the inductive hypothesis to get the desired result.

Claim 19. Given a regular local ring (A,m), depth of m is less than equal to height of m.

Proof. First of all, Exercise 16.1 shows that dimA − depthm = dimA/m ≥ 0. Hence, htm =
dimA ≥ depthm.

(b) For any Q ∈ Ass(A) we have QAQ ∈ Ass (AQ) ; if we had such P inside of Q, then PAQ is in
AQ with the same height and same number of generators, thus (i) implies that AQ is an integral
domain, contradicting that QAQ 6= 0. Hence P 6⊂ Q. Therefore using the process we used for the
proof of Exercise 16.9, we see that P can be generated by an A-sequence.

For a counterexample let A = k[x, y, z] = k[X,Y, Z]/(X(1 − Y Z)); P = (x, y, z) = (y, z) =(
y − y2z, z

)
is a prime ideal of height 2, but y− y2z is a zero-divisor in A such that x(y− y2z) =

y(x(1− yz)) = 0.
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17 Cohen-Macaulay rings

To see that ExtiA(Nj/Nj+1,M) = 0 implies ExtiA(N,M) = 0, use the short exact sequence

0→ Nj/Nj+1 → N0/Nj+1 → N0/Nj → 0.

and take ExtiA(−,M) successively to conclue that ExtiA(N0/Nj ,M) = 0 for all j.
Also, in the second last line of p.133, dimN ′ < r since x is A/P -regular, thus A/(P, x) has dimension

less than r by Exercise 16.1.
In the proof of 17.2, if P ∈ Ass(M), then depth(P,M) = 0, which implies Ext0

A(A/P,M) = HomA(A/P,M) 6=
0.

In the proof of Theorem 17.3(iii), depthMP ≥ depth(P,M) is from Exercise 16.5. Also, dimMP =
dimAP / ann(MP ) = dimAP /PAP = 0. Also, M ′P 6= 0 since if it is zero, then aMP = MP , and since a ∈ P ,
thus NAK implies that MP = 0, contradicting the given assumption that MP 6= 0.

In the proof of Theorem 17.4 (iii), ht(a1) < ht(a1, a2) < · · · came from this argument; notes that a2 is
not a zero divisor of A/(a1), thus a2 is not in any minimal prime divisor of (a1). Hence, (a2, a1) in A/(a1)
should have height at least 1 since its minimal prime divisor is not minimal prime divisor of (a1).

In the proof of Theorem 17.4 (iii) (4) =⇒ (1), if x1 ∈ P , then height of (x1, · · · , xn)/P = (x2, · · ·xn)/P
has height at most n− 1, thus it is not the maximal ideal, contradicting the fact that (x1, · · · , xn) in A has
the maximal ideal as its minimal prime divisor.

In the proof of Theorem 17.4 (i) we may choose it as follow; since I \D(A) 6= ∅, where D(A) is the set
of zero divisors of A, thus we may choose a1 ∈ I \D(A), then height of (a1) is 1. Now, do the same thing
on A/(a1) to choose a2. Done.

At the last line of p.135, “take an A-sequence” should be changed to “take a maximal A-sequence of P”.
In proof of Theorem 17.5, we may use the fact that A → Â is flat (Theorem 8.8) thus any A-sequences

form A⊗ Â ∼= Â-sequence by Exercise 16.4, since (A/(a))⊗ Ã = Ã/(a) 6= 0. Honestly, I don’t know how to
show ExtiA(A/m, A)⊗ Â = ExtiA(Â/mÂ, Â) for all i.

The condition of Theorem 13.5 (General Krull’s principal ideal theorem) is that A is Noetherian, I is an
ideal generated by r elements.

In the proof of Theorem 17.6 showing that CM-ness shows unmixedness, notes that A/I is CM local ring
is clear. Now, theorem 17.3 (i) shows that every prime divisor of A/I has the same coheight, and since A is
CM-ring, thus every prime divisor has the same height, contradiction.

In the proof of 17.7, we assume that Am is dimension n CM ring, thus it has system of parameters
a1, · · · , an generating m.

For the proof of 17.9, let A/I be a quotient of CM ring with ht I = r. Then, By theorem 17.4, depth of I is
r, thus we may pick (a1, · · · , ar) an A-sequence in I, which is the maximal I sequence. Also, by Theorem 17.4,
(a1, · · · , ar) is a part of a system of parameter, say a1, · · · , an. By proof of Theorem 17.4, a1, · · · , an is also
A-sequence, and ar+1, · · · , an are not in union of minimal prime divisors of I, thus depth(m/I,A/I) = n− r
as desired. Thus, it suffices to show that any finitely generated algebra over a CM ring A is catenary. If B is
finite algebra over A, then B ∼= A[X1, · · · , Xn]/I for some n, then by Theorem 17.7, A[X1, · · · , Xn] is CM,
thus its quotient is CM, done.

In proof of Theorem 17.10, Not theorem 16.2 but the argument above the Theorem 16.2 was used. Also,
in the last statement, A is regular because the minimal generators of m is r (by dimm/m2 = r with Theorem
2.3) which is equal to dimA = r.

1. (a) Noetherian can be dropped; Let A be a zero-dimensional commutative ring and I be its nilradical.
Then we knows that I =

⋂
m∈SpecAm. It is minimal decomposition, otherwise, if we may omit

one prime ideal, then prime avoidance (Proposition 1.11 (ii) in [2]) implies that that prime has
height 1, contradicting dimA = 0. Then, by Theorem 4.5 of [2], m =

√
(I : x) for some x ∈ A.

Hence, for any y ∈ m, (yx)n is nilpotent; in other words, y is zero divisor. Hence, m has no regular
element. Thus, depth(m, Am) = 0 = dimAm.

(b) Let A be a 1-dimensional reduced commutative ring. If m is a prime ideal with height 0, then Am

is CM by above. If m is of height 1, then (Am,m) is 1-dimensional local ring. We claim that m
has a regular element; suppose not. Then, since set of zero divisors are union of minimal prime
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ideals in the reduced ring, m is subset of this union, therefore prime avoidance shows that m is
minimal prime, contradiction. Thus 1 = dimAm ≥ depth(m, Am) ≥ 1, done.

Lastly, to get the counter example, let k be a field; then A = k[X,Y ]/
(
XY, Y 2

)
is a one-

dimensional ring. However, we claim its depth is 0. To see this, localize it by (X,Y ); then
for any f(x, y) ∈ (X,Y ), f(X,Y ) is zero divisor; thus it is not regular. Hence, depth = 0 while
dimA(X,Y ) = 1 since (X,Y ) ⊃ (Y ) form a chain of prime ideal.

Claim 20. In the reduced commutative ring with unity, set of zero divisors are union of minimal prime
ideal.

Proof. For any zero divisor x such that xy = 0 for some y 6= 0, then y 6∈ p for some minimal prime ideal
p; otherwise y is in the intersection of all minimal prime ideals, which is (0), contradiction. Hence,
x ∈ p. This shows one direction.

For other direction, given minimal prime ideal p, let S := {xy : x 6∈ p, y is not zero divisor}. Then S is
multiplicatively closed and does not contain 0. Let q be a prime ideal maximal with respect to being
disjoint from S; then q cannot contain nonzerodivisor y; otherwise 1 · y ∈ q∩ S, contradiction. Also, if
x ∈ q is not in p, then x · 1 ∈ S, contradiction. Hence, q ⊆ p. By minimality of p, q = p.

Now we claim
⋂

minimal p Sp = {nonzero divisors}. ⊇ is clear. Conversely, if xy ∈
⋂

minimal p Sp but a
zero divisor, then zxy = 0 for some nonzero z ∈ A. Since y is nonzero divisor, zx = 0. Hence, x is
zero divisor. But the above argument showing that zero divisor is contained in the union of minimal
primes, x is in some minimal prime ideal, contradicting that x is not in any of minimal prime ideal.
Hence, the claim shows that union of minimal prime ideal contains zero divisors, too.

2. In the first example, x3, y3 is an A-sequence; to see this notes that y3 is nonzero divisor of A/(x3);
if there is a, b, c, d, e, f such that a(3, 0) + b(2, 1) + c(1, 2) = d(2, 1) + e(1, 2) + f(0, 3), then y3 is zero
divisor; thus it suffices to show that this equation has no nonnegative (nontrivial) integer solution with
f > 0. If we allow integer, then we may write down as a(3, 0) + b(2, 1) + c(1, 2) = d(0, 3) for some
b, c ∈ Z, a, d ∈ N. Then, 3a+ 2b+ c = 0, and b+ 2c = 3d. Thus,

b+ 2c > 0, 2b+ c ≤ 0.

If b = 0, then 0 < c ≤ 0, contradiction. If b > 0, then c ≤ −2b < 0. Then, 0 < b+2c ≤ b−4b = −3b < 0,
contradiction. If b < 0, then 2c > −b > 0. Thus, c > −b/2 > 0. Hence, 2b + c > 3b/2 > 0 but
3b/2 < 0, contradiction. Thus there are no nontrivial solution; hence y3 is regular. Thus x3, y3 form
an A-seqeunce. Hence also an R -sequence (since localization is flat and nonzero). so that R is CM.

However, in the second case, y4 is zero divisor, since y4(x3y)2 = x4(xy3)2 = 0 in A/(x4).

3. Since A is normal, AP integrally closed domain for any prime ideal P , and again normal (since its
prime ideals are inherited from A.) If P is height 0 or 1, then by Exercise 17.1, they are CM. Thus, all
we need to deal with is localization by maximal ideal. Let m be a maximal ideal of A. Then, (Am,m)
is 2-dimensional integral domain. By Theorem 11.5 (i), all the prime divisors of a nonzero principal
ideal has height 1. Hence, choose an element a1 ∈ m. Since Am is integral domain, a1 is Am-regular.
Now, by Theorem 11.5(i) m is not a prime divisor of I, thus it does not contained in union of all prime
divisors; otherwise prime avoidance shows that m is inside of prime divisor, contradicting their heights.
Hence, we may choose another element a2 ∈ m but outside of all prime divisors of (a1). Then, since
all zero divisors of A/(a1) is union of minimal primes of A/(a1), a2 is not a zerodivisor of A/(a1), thus
a2 is A/(a1)-regular. This shows that depth of Am is 2, equal to dimAm.

4. By localization, we may assume A is local ring. Theorem 17.3 (ii) shows that A/J is CM. Thus,
dimA/J = depthA/J , say r. Let k be the residue class field of A. Then, ExtiA(k,A/J) = 0 for i < r
from depthA/J = r. Using the exact sequence

0→ Jv/Jv+1 −→ A/Jv+1 −→ A/Jv → 0

and the fact that Jv/Jv+1 is isomorphic to a direct sum of a number of copies of A/J we get by
induction that ExtiA (k,A/Jv) = 0 for i < r.
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5. (a) Let x1, · · · , xr be a maximal A-sequence in P , and extend to a maximal A sequence in m as
x1, · · · , xr, y1, · · · , ys. There exists Q ∈ AssA (A/ (x1, . . . , xr)) containing P (since P is minimal
prime containing (x1, · · · , xr)), so that by Theorem 17.2,

dimA/P ≥ dimA/Q ≥︸︷︷︸
Thm 17.2

depthA/(x1, . . . , xr) = s.

Here depth A/(x1, . . . , xr) = s is came from; if it has longer sequnce, then it forms a A-sequence
with longer than maximal A-sequence of m, contradiction. And s = depthA−depth(P,A), done.

(b) dimA − htP ≥ dim(A/P ) ≥ depthA − depth(P,A) ≥ depthA − depthAP . Here, depthAP ≥
depth(P,A) came from Exercise 16.5.

6. By definition of symbolic power, P (n) := PnAP ∩A = {a ∈ A : sa ∈ Pn for some s 6∈ P} contains Pn.
Suppose they are not equal; then pick a ∈ P (n) \ Pn. We have s 6∈ P such that sa ∈ Pn. Thus a ∈ P .
Hence, a should lie in P r/P r+1 for some 1 ≤ r < n. Now, in grP (A), (s + P ) is grade 0 element,
(a+P r+1) is graded r+1 element, thus (s+P ) · (a+P r+1) = (sa+P r+1) ∈ P r/P r+1, however sa = 0
implies (sa+ P r+1)=0. Hence, grP (A) is not an integral domain.

18 Gorenstein rings

In p.140, Hom(A,M) → Hom(I,M) → 0 is another expression that every map φ : I → M is extended to
φ : A→ M . Also, the Extn+1

A (A/I,M) ∼= Ext1
A(A/I,C) came from the fact that every long exact sequence

can be splitted into short exact sequences with syzygies. Lastly, in case of Noetherian is just reusing argument
in the proof of Theorem 17.1. See earliear part of this notes for details.

In Lemma 2, if you think about the injective resolution of M and M derived by horseshoe lemma, then
ExtiA(N,M)

x−→ ExtiA(N,M) is nothing but the map sending quotient of f : N → Ii to a quotient of
xf : N → Ii, and for any n ∈ N , xf(n) = f(xn) = f(0) = 0 implies that xf = 0. Hence, x induces zero
map in the long exact sequence, which implies that Ext1

A(N,M) ∼= HomA(N,M). Since any action of xA
on f : N →M makes it zero, and N also can be regarded as B-module, HomA(N,M) ∼= HomB(N,M). The
rest step is a standard procedure to showing that T i is derived functor. (Lastly, projective dimension of B
over A is 1 since 0→ A→ A→ B = A/xA→ 0 gives a projective resolution of B as A-module.

In the proof of Lemma2(ii), N = HomB(B,N) since f : B → N was determined by f(1).
In the proof of Lemma 3, by p.12’s argument with the fact that I is m-primary and Notherianity gives

I ⊇ mv for some v, we have such a composition series of N such that Ni/Ni+1
∼= A/m = k. Now, use the

argument in the proof of lemma 1 to conclude that ext of (A/(P + xA), N) is vanished.
In the proof of Theorem 18.1 (1) to (1’), if m ∈ Ass(A), then m = ann(a) for some a ∈ A, hence

A/ ann(a) ∼= Aa ⊆ A, therefore 0→ k → aA ⊆ A is exact.
In the proof of Theorem 18.1 (1’) to (2), A is injective A-module, thus Hom(−, A) is exact. This is part

of definition.
In the proof of Theorem 18.1 (3) to (1), T (M) has finite length since Supp(T (M)) ⊆ {m}. In other

words, m ∈ Ass(A/ ann(M)), thus dim dim(A/ ann(M)) = 0, which implies the finite length. This came
from the claim below;

Claim 21. If A is Noetherian ring then A-module M has finite length iff M is finitely generated and
dim(A/ ann(M)) = 0.

Proof. Suppose first that M has a composition series

0 = M0 ⊆M1 ⊆ . . . ⊆Mr = M

with Mi/Mi−1 ' A/mi for 1 ≤ i ≤ r, where each mi is a maximal ideal of A. Since each Mi/Mi−1 is finitely
generated, we conclude that M is finitely generated. Moreover, we have

∏r
i=1 mi ⊆ AnnA(M), hence the

only primes containing Ann(A) are the mi. This implies that dim (A/AnnA(M)) = 0. Conversely, if M is
finitely generated over a Noetherian ring, then it follows from Theorem 6.4

0 = M0 ⊆M1 ⊆ . . . ⊆Mr = M
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such thatMi/Mi−1 ' A/pi for 1 ≤ i ≤ r, where each pi is a prime ideal in A. If we have dim (A/AnnA(M)) =
0, then every prime ideal in A/AnnA(M) is a maximal ideal. Since we clearly have AnnA(M) ⊆ pi for all i,
we conclude that each quotient Mi/Mi−1 is a simple module, hence M has finite length.

Also, if M is of finite length, then M is Artinian; then you can use below lemma to show that every
injective endomorphism of Artinian module is surjective.

Claim 22. f : M →M is an injective endomorphism of Artinian module M . Then f is surjective.

Proof. Notes that (Im f i) form a descending chain of submodules, thus stabilizes at some point, say n.
Then, M = ker fn + Im fn. Now pick x ∈ M , then fn(x) ∈ Im fn = Im f2n. Thus, ∃y ∈ M such that
f2n(y) = fn(x). Then, x = (x − fn(y)) + fn(y), where x − fn(y) ∈ ker fn = 0. Thus, x ∈ Im fn, which
shows f is surjective.

In the proof of Theorem 18.1 (5’) to (2), f(k) must be minimal ideal, otherwise k has a proper ideal,
contradiction.

For lemma 5, I don’t understand why a is finitely generated implies HomAS (−, IS) exact; see [10][Theorem
4.88] for more modern proof.

In Theorem 18.2, we not only uses Lemma 5 but also the fact that localization is flat.
If E ⊂M and E is injective module, then extension of 1E : E → E to f : M → E so that M = E⊕ ker f

exists; this is another definition of injective module.
In proof of Theorem 18.4 (ii), P ∈ Ass(N) shows that P = ann(n) for some n ∈ N , thus the map

A→ nA ⊆ N gives A/P as a submodule of N .
In proof of Theorem 18.4 (vi), automorphism gives not only (·x) but also (·1/x) as a map.

Claim 23. If A be a commutative ring, M ⊂ N be A-modules. Then, N is an essential extension of M iff
∀x ∈ N , there exists f ∈ A such that fx ∈M \ {0}.

Proof. If N is essential, then for any x ∈ N , Ax ∩M 6= 0. Conversely, if N ′ be a nonzero submodule of N .
Pick x ∈ N ′. Then there exists f ∈ A such that fx ∈M and fx is nonzero. Thus, N ′ ∩M 6= 0.

Hence, in Example 1, if A is domain and K is its field of fraction, we can show that A is essential
extension since for any nonzero a/b ∈ K, b(a/b) ∈ A is nonzero. Also, K is injective since HomA(M,K) =
HomK(M(0),K); to see this, suppose f : M → K be a nonzero A-homomorphism. Then we can extend f as
f : M(0) → K by f(m/s) = f(m)/s for any nonzero s ∈ A. Conversely, if two maps in HomK(M(0),K) are
equal then its restriction is equal; hence they are isomorphic. Now, HomK((−)(0),K) is a composition of
localization and taking HomK(−,K), both are exact since localization is flat and HomK(−,K) is a functor
over vector space; hence K is injective.

In the proof of 18.5 (i), the author uses Baer’s criterion. Also, recall

Claim 24. Direct summand of injective module is injective.

Proof. Let I = C ⊕ C ′ be an injective module. For any monomorphism M → M ′ with M → C, then
injectivity of I in with M → C → C ⊕ C ′ = I induces the map M ′ → I, then the restriction M ′ → I → C
is extension of M → C.

In the proof of 18.6 (ii), Hom(k,E) = Hom(k, k) by this identification; if f : k → E, then f is totally
determined by where f(1) goes. Then, f(1) ∈ V := {x ∈ E : mx = 0}. To see this, suppose not; then
we may pick a ∈ m such that af(1) 6= 0 but af(1) = f(a) = f(0) = 0, contradicting the fact that f is
A-homomorphism. Also, any x ∈ V determines map k → E by sending 1 to x, hence Hom(k,E) ∼= V =
Hom(k, V ), where last equaltiy came from the fact that f(k) ⊂ V . Since E contains k, V ⊇ k. If V 6= k,
then we may pick w ∈ V \ k, and kw form a submodule of E(k) such that kw ∩ k, contradicting the fact
that k is essential submodule of E(k). Hence, Hom(k,E) = Hom(k, k). Notes that this argument can be
generalized for any residue fields; see [4][Lemma 3.2.7 (b)].

Also, in the same proof, l(M ′) = l(M ′′) by applying the exact functor Hom(−, E) again on 0 → k′ →
M →M ′1 → 0. Isomorhpism came from claim 22.

In the proof of (iii), Theorem 18.4 (v) implies the first statement of the proof.
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Claim 25. Let M be a A module, with (A,m, k) is a Noetherian local ring. If every element of M is
annihilated by some power of m, then M → M̂ = M ⊗A Â is surjective.

Proof. Notes that Â is inverse limit of (A/mi, pij,i≤j : A/mj → A/mi) where pij is canonical projection.

Thus, for any ξ ∈ Â, ξ = (ξ1, ξ2, · · · ) such that ξi ∈ A/mi with xii/m
j = ξj for any j ≤ i.

Now, think the map M → M ⊗A Â. Pick m ⊗ ξ ∈ M ⊗A Â. We claim that m ⊗ ξ = m′ ⊗ 1 where
1 = (1, 1, · · · ) ∈ Â. Now, pick the smallest n such that mnm = 0. Then, pick a ∈ A such that a/mn = ξn.
Now we claim am ⊗ 1 = m ⊗ ξ. To see this, notes that am ⊗ 1 = m ⊗ a where a = (a, a, · · · ) ∈ Â.
Then, ξ − a = (0, · · · , 0, ξn+1 − a, · · · ) ∈ Â. Pick the smallest n′ such that ξn′ − a is nonzero. Then,
ξ − a ∈ mn

′
A ⊂ mnA, hence we may write it as

∑
i risi for some ri ∈ mn and si ∈ Â. Then,

m⊗ ξ − am⊗ 1 = m⊗ (ξ − a) = m⊗
∑
i

risi =
∑
i

rim⊗ si = 0.

This shows that the map is surjective.

Also, in the proof of (iii), F is injective hull of k as follow; for any Â-submodule N of F , N ∩ E is
nonempty; and since N ∩E has A-module structure, N ∩E ∩ k is nonempty; hence F is essential extension
of k as Â-module. Then we may apply 18.4 (v) on F to say that every element of F is annihilated by power
of maximal ideal of Â, which is mÂ. Also, split of F as E ⊕ C is came from the injectivity of E.

In the proof of (iv), again the author uses technique in the proof of 18.6 (ii), which I explained above, to
showing that HomA(A/mv, E) ∼= Ev and HomA(Ev, Ev) = HomA(Ev, E).

In the proof of (v), M can be viewed as an Â-module by for any ξ = (ξ1, · · · ) ∈ Â and m ∈M , ξm = ξvm.
This works well with A-module structure of M .

In the proof of (v), (E/M ′) seems errata of (E/M)′. And the identification (E/M)′ ∼= M⊥ as follow;
for any f ∈ HomA(E/M,E), f can be extended to a homomorphism f : HomA(E,E) such that ker f ⊇M .
Since the identification gives us f as the map f(x) = ax for any x ∈ E, we claim a ∈M⊥; if a 6∈M⊥, then
ker f 6⊇M . Then nonzero conditoin of ϕ implies ϕ(x/M) = ax for some a ∈M⊥. Also x 6∈M⊥⊥ otherwise
ϕ(x/M) = 0. Thus, E −M ⊆ E −M⊥⊥ implies M ⊇M⊥⊥, therefore equality holds.

Lastly, in case of M ∈ A, to pick ϕ : M → En is injection, think about the generator {m1, · · · , } ⊂ M .
Then we may construct

∑n
i=1Ami → En by ⊕ϕi where ϕi was chosen by (i) so that ϕi(mi) 6= 0. Now extend

this map ⊕ni=1ϕi : ⊕ni=1Ami → En to φn : M → En by letting φn(m) = 0 for all j > n and mM \
∑n
i=1Ami.

Then, {kerφn}n∈N form a descending chain of submodules of M , hence it stabilizes at some point; say n.
Then, kerφn = kerφn+1 = · · · . Hence, if kerφn 6= 0, then pick m ∈ kerφn; then m is a finite A-linear
combination of generators, thus there exists some n′ > n such that φn′(m) 6= 0, contradiction. This induces
the injective map.

Lastly, the double dual is isomorphic to original is well-explained in [4][p.106] proof of (c).
In the proof of Theorem 18.7, the identification HomA(k, Ii) = Ti is from the same techinque of the

proof of Theorem 18.6 (iv). Also, we may assume that Ii is an essential extension of d(Ii−1) by construction
of injective resolution; I0 is just essential extension of M , and I1 is essential extension of I0/M , and I2 is
essential extension of I1/d(I0), and so on. Also, d(Ii−1) ∩ k 6= 0 implies K ⊂ d(Ii−1) since k is simple.
Lastly, Theorem 4 (iii) should be changed to Theorem 5 (iii).

In the proof of Theorem 18.9, ExtrA(N,M) 6= 0 by Lemma 1. And the last condition inequality came
from the fact that the projective dimension of N should be defined as supremum of {n ∈ N : ExtnA(N,M) 6=
0 for some M}.

1. Exercise 16.1 implies that A is CM iff B is CM. Assume dimA = n. Thus, if A is Gorenstein, then
take the maximal A sequence x1, · · · , xn containing x1, · · · , xr. Then, (x1, · · · , xn) is irreducible, by
Theorem 18.1 (5), thus its image in B is irreducible. Conversely, if B is Gorenstein, we have an
irreducible parameter ideal by Theorem 18.1 (5’), then its preimage in A is irreducible, otherwise it is
reducible in B, contradiction.

2. I don’t know.

3. Given a prime ideal P of A[X], by localising A at P ∩A and factoring out by a system of parameters
we reduce to proving that if (A,m, k) is a zerodimensional Gorenstein local ring, and P a prime ideal
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of A[X] such that P ∩A = m then B = A[X]P is Gorenstein. Then we may assume P = (m, f) where
m ∈ A and f(X) is a monic polynomial in A[X]. Since P is prime, A[X]/P ∼= k[X]/(f) is domain,
thus the image of f in k[X] is irreducible. Since f is B-regular (because of monic), if we set C = B/(f)
then the maximal ideal of C is mC, and C ' A[X]/(f); this is a free A -module of finite rank, so that
HomC(C/mC,C) = HomA(k,A)⊗AC( by Ex. 7.7) ' C/mC. So C is Gorenstein by Theorem 18.1 (4)
with n = 0, therefore B also by Exercise 18.1.

4. Let R = k[x3, x2y, xy2, y3]. From the Exercise 17.1, we knows that (x3, y3) form R-sequence. Then,
R/
(
x3, y3

)
= k

[
x3, y3, x2y, xy2

]
/
(
x3, y3

)
' k[U, V ]/

(
U2, V 2, UV

)
. In this ring (0) = (U) ∩ (V ) as a

parameter ideal is not irreducible, so that it is not Gorenstein, thus Exercise 18.1, R is not Gorenstein.

5. For 0 6= a ∈ A, the ideal aA is isomorphic to ' A/ ann(a) with ann(a) 6= A, so there exists a non-zero
map ϕ : aA ∼= A/ ann(a) −→ A/m = k ⊂ E. By Baer’s criterion, ϕ extends to A −→ E, so that
0 6= Imϕ ⊂ aE since ϕ(ab) = ab for b ∈ k, thus a · b in E.

6. Since M is essential extension of k, it is contained in the injective hull E = EA(k); thus we can consider
M as a submodule of E. Now, pick f : M → M from HomA(M,M). Then, for any nonzero m ∈ M ,
there exists a ∈ A such that am 6= 0, thus if f(n) = m then af(n) = f(an) = am 6= 0. Now, think A1M
as a submodule of HomA(M,M). If fa : m 7→ am and fb : m 7→ bm is equal, then (b− a)m = 0 for all
m ∈ M , thus b − a ∈ ann(M) = 0, thus b = a; this shows that A → HomA(M,M) by a 7→ fa = a1M
is injective. Thus A ∼= A1M ⊂ HomA(M,M) ⊂ HomA(M,E).

Now, think the short exact sequence 0 → M → E → E/M → 0, then take the Hom functor
HomA(−, E). Since E is injective, the Hom functor is exact, thus

0→ HomA(E/M,E)→ HomA(E,E)→ HomA(M,E)→ 0

is exact. Now from A is complete, HomA(E,E) ∼= A by Theorem 18.6 (iv). Moreover, (iv) says
that any endomorphism E → E is nothing but just multiplication by elements of A, and since
M → E is just injective, we knows that image of HomA(E,E) in HomA(M,E) is just multiplica-
tion by elements of A, i.e., the image is equal to A1M ; since the map HomA(E,E) → HomA(M,E)
is surjective, HomA(M,E) = A1M . Hence, the kernel of HomA(E,E) → HomA(M,E) is zero, thus
HomA(E/M,E) = 0. Therefore, E/M = 0, by Exercise 18.6 (i).

7. Notes that E has also a Â-module structure, since for any f ∈ Â,m ∈ E, terms of f whose total degree
is greater than absolute value of the smallest total degree of m as a polynomial over x−1

i does not affect

on m. Thus now we think A as Â.

By Theorem 18.4 (vi), ES(S/P ) = EA(k) is clear. Thus, it suffices to show that E = EA(k). Definitely,
E is an essential extension of k; to see this, pick a nonzero submodule N of E. Then N contains a
nonzero polynomial f(x−1

1 , · · · , x−1
n ). Pick the monomial of f with the smallest total degree, say xα

with α ∈ −Nn. Then, we can pick x−α ∈ A so that x−αf ∈ k, which shows N ∩ k 6= 0. Also, we claim
that E is a faithful A-module. Suppose f ∈ ann(E) ⊂ A; then fc = 0 for any c ∈ k ⊂ E, thus f = 0.
Now Exercise 18.6 says that E = EA(k).

8. First of all, A is 1-dimensional domain (since A/(t3) ∼= k[u, v]/(u3, uv, v3)) with the Krull’s Hauptide-
alsatz implies) and also depth is 1 (since t3 is a regular element of A) therefore A is Cohen-Macaulay.

To see A is not Gorenstein, we will show that B := A/(t3) ∼= k[u, v]/(u3, uv, v3)) is not Gorenstein.
And in B, (0) = (u) ∩ (v), thus (0) as a parameter ideal is not irreducible, thus it is not Gorenstein.

Likewise, for A = k[[t3, t4, t5]], A/(t3) ∼= k[[u, v]]/(u3, v3, uv) which is not Gorenstein by the same reason
that (0) is not irreducible. For A = k[[t4, t5, t6]], A/(t4) ∼= k[[u, v]]/(u2, v2) by thinking u = t5, v = t6.
(Notes that t10 = t4 · t6, thus u2 should be eliminated.) Hence, (0) is an irreducible parameter ideal; to
see this, if I ∩ J = (0) for some nonzero ideals I and J , then for any generators uivj in I and utvs ∈ J
it satisfies ui+tvj+s = 0. (Notes that we may assume all generators are monomial since A is local ring
with unique monomial maximal ideal.) Hence, i + t ≥ 2 or j + s ≥ 2. The only possible cases are
(i, t) = (1, 1) or (j, s) = (1, 1). In otherwords, all generators of I and J must form u or uv. Then
I ∩ J = (u) or (uv), contradiction. Thus (0) is irreducible, therefore Gorenstein by Theorem 18.1 (5’).

For more general criterion, see [4][Theorem 4.4.8].
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19 Regular rings

Let (A,m, k) be a local ring, M,N are finite A modules. Given ϕ : M → N a A-linear maps, let ϕ : M⊗k →
N ⊗ k.

Claim 26. ϕ is isomorphism ⇐⇒ ϕ is surjective and kerϕ ⊂ mM .

Proof. Suppose ϕ is surjective and kerϕ ⊂ mM . By NAK, we have generators (x1, · · · , xn) of M which gives
basis of M/mM ∼= M ⊗ k as a k-vector space. Then, ϕ(x1), · · · , ϕ(xn) generates N also by the assumption
that ϕ is surjective. Since N ∼= M/ kerϕ and kerϕ ⊂ mM , thus N⊗k ∼= N/mN ∼= (M/ kerϕ)/(mM/ kerϕ) ∼=
M/mM . Also notes that ϕ(xi) 6∈ mN , since otherwise, N/mN ∼= M/mM is generated by elements smaller
than n, thus dimkN/mN < dimk(M/mM), contradiction. Moreover, by the same reason, ϕ(x1), · · · , ϕ(xn)
form a basis of N/mN (otherwise dimension is less than that of M/mM). Thus, ϕ is a map sending basis to
basis, thus it is an isomorphism.

Conversely, if ϕ is isomorphism, then again using NAK pick a generator (x1, · · · , xn) of M which gives
basis of M/mM ∼= M ⊗ k as a k-vector space. Still {ϕ(xi)}ni=1 generates N/mN , thus we claim that {ϕ(xi)}
generates N ; to see this ϕ(M) ) N , thus ϕ(M)/mϕ(M) = N/mN implies that N \ ϕ(M) ⊆ mN , thus we
may find a generators of N in ϕ(M) by the Nakayama lemma (Theorem 2.3 (i)), which implis that ϕ(M)
generates N . This shows that ϕ is surjective.

Also, now we claim kerϕ ⊆ mN . Suppose not; since ϕ is surjective, N ∼= M/ kerφ. Hence N ⊗
k ∼= M/(kerφ + mM) which is a proper subspace of M/mM ∼= M ⊗ k, which contradicting the fact that
N ⊗ k ∼= M ⊗ k.

Also, next iff statement is just application of Exercise 2.4 (b). Especially, detϕ 6∈ m implies ϕ is
isomorphism since given minimal basis {m1, · · · ,mn} of M ,

∑n
i=1 aiϕ(mi) = 0, then [a1, · · · , an][ϕ] =

[b1, · · · , bn] gives a linear combination such that
∑
i bimi = 0 but this implies that bi ∈ m. Hence there is a

linear combination of rows of [ϕ] which makes 0 in A/m, thus this implies that determinant of [ϕ] should be
0 in A/m, contradiction.

Claim 27. Any two minimal free resolution are isomorphic as a complex.

Proof. Suppose F • →M and G• →M are two minimal free resolution. Now we will construct φ• as follow.

· · · f3−−−−→ F2
f2−−−−→ F1

f1−−−−→ M −−−−→ 0

φ2

y φ1

y Id

y
· · · g3−−−−→ G2

g2−−−−→ G1
g1−−−−→ M −−−−→ 0

First of all, from the surjectivity of g1 and F1 is free (thus projective) we get φ1 which commutes in the
rectangular above. Now, by tensoring with k on the rectangular we have

F1/mF1
f̄1−−−−→ M/mM

φ̄1

y Id

y
G1/mG1

ḡ1−−−−→ M/mM

and since all f1, g1, and 1M are isomorphism, thus φ1 is isomorphism. Therefore, by the second iff statement
in p.153, φ1 is isomorphism.

Then, φi+1 can be obtained by thinking free resolution of fi+1(Fi+1) ∼= gi+1(Fi+1) in Fi ∼= Gi, and by
the same argument φi+1 are isomorphism, thus φ∗ induces isomorphism of chain complexes.

In the example, Koszul complex is minimal resolution since (1) each Ki is finite free A-module, (2) by con-
struction each di is multiplication by elements of m, thus diKi ⊂ mKi−1 and (3) K0 = A→ A/(x1, · · · , xn)
is surjective and its kernel is inside of m, thus K0 ⊗ k → (A/(x1, · · · , xn))⊗ k is isomorphism by the first iff
statement of p.153.

In the proof of Lemma 1, by taking HomA(−, k) on L• → M , we knows that for any f ∈ HomA(An, k),
f(mAn) = 0 otherwise f is not homomorphism since f(am) 6= 0 but af(m) = 0 for some a ∈ m. Thus, any
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map f : An → k should induce kn → k and vice versa, thus HomA(An, k) ∼= Homk(kn, k), and by definition
of minimal resolution, di maps An to mAm for some m, thus differential in HomA(L•, k) are zero maps; this
implies that dimk ExtiA(M,k) = rankLi.

Also, (ii) came from the fact that the projective dimension of M is less than the length n of L•.
Also, if projective dimension of M is less than n, then TornA(M,N) = 0 for any module N . However,
dimk TornA(M,k) =rankLn thus TornA(M,k) 6= 0, which implies the projective dimension is greater than or
equal to n. Hence we can say that projective dimension of M is equal to the length of L•. Likewise, in the
viewpoint of k, projective dimension of k should be greater than n, otherwise n-th Tor should be zero.

In (iii), NAK was followed with the fact that (N/mN)r is nonzero by assumption that N 6= 0.
In the proof of 19.1, the last exact sequence implies that if the middle is nonzero, then at least one

of Exti(k,A) or Exti+1(k,A) should be nonzero, thus depthA ≤ depthM + 1 which implies depthA −
1 ≤ depthM . Conversely, if i = depthA, then Exti−1

A (k,M) 6= 0 by the exact sequence, which implies
depthM ≤ depthA− 1. Hence the equality holds.

Also, in the proof of 19.1, induction parts can be elaborated as follow; by inductive hypothesis, h− 1 +
depthM ′ = depthA. Thus, it suffices to show that depthM = depthM ′ − 1. By the given exact sequence,
take long exact sequence of ExtiA(k,−) to get

· · · → Exti−1
A (k,M)→ ExtiA(k,M ′)→ ExtiA(k,A)n → ExtiA(k,M)→ Exti+1

A (k,M ′)→ · · ·

Let m = depthA := inf{i : ExtiA(k,A) 6= 0}. Then, for any i < m,

Exti−1
A (k,M) ∼= ExtiA(k,M ′)

since depthM ′ < m, this induces depthM = depthM ′ − 1.
For lemma 2, (4) to (1), see [8][Lemma 4.1.6].
In the proof of Theorem 19.2 (II), they use Lemma 2 (ii) of section 18. Also, proj dimB m/xm ≤ r is

came from Lemma 2 (4) =⇒ (1) of this section. Also, the map m/xA → m/xm → m/xA gives us split as
m/xm = m/xA⊕ ker(m/xm→ m/xA) since the composition is identity, which induces m/xA∩ ker(m/xm→
m/xA) = 0. Then the inequality of projective dimension are came from the fact that a projective resolution
of direct sum can be constructed as a direct sum of two projective resolutions for each summand. Also, given
a projective resolution L• → m/xA, we can extend it to a projective resolution L• → B → k using the short
exact sequence. Hence projective dimension of k is less than r + 1.

Now, since the embedding dimension of B is s− 1, thus the inductive hypothesis with global dimension
is less than infinity implies that B is regular. Hence, embedding dimension of B is equal to dimension of B,
and since x is A-regular, we can conclude that A is regular local ring.

In Theorem 19.3, L• ⊗ AP is also projective resolution since L is actually free (notes that projective
module over a local Noetherian ring is free.) thus each tensor product is AP -free module.

In the proof of 19.4, if we localize a regular ring A by a height 1 prime ideal P , then AP is CM ring
by Theorem 17.8, thus by Theorem 17.4, we can pick AP -regular element, say a, in PAP , then height of
(a) is 1, and since a is also a part of system of parameter, PAP = (a). Hence, AP is a Noetherian local
ring with dimension greater than 0, and its maximal ideal is principal; thus By theorem 11.2 (3), it is DVR.
Hence it satisfies Corollary of Theorem 11.5 (a). For the condition (b) of Theorem 11.5, replace A with a
localization by a prime ideal. So we may assume A is regular local ring. Again, by Theorem 17.8, A is CM.
Pick a nonzero nonunit b ∈ A. Since b is not a unit, b ∈ m. Since A is integral domain by Theorem 14.3, b
is A-regular, thus all of its prime divisor have height 1 by unmixedness theorem.

In the proof of Theorem 19.5, let ϕ : A → A[X] the canonical injection. Then, m = P ∩ A, and
dimA[X]P /m[X]P = dim(A[X]/m[X])P = dim k[X](f(x)) = 1. Since [2][Exercise 2.5] shows that ϕ is flat,
we have the desired equality.

In the proof of Theorem 19.5 for A[[X]], since A[[X]] is (X)-adic completion, we can apply Theorem 8.2
(i) to say X ∈M . However, honestly I don’t know why BM 6⊇ Am[[X]] but their completions are the same;
so I will try to introduce new simple proof.

Claim 28. If A is regular, then A[[X]] is regular.

Proof. since A[[X]] is (X)-adic completion, we can apply Theorem 8.2 (i) to say X ∈ M . Also, X 6∈ M2,
which is clear. And A[[X]]/(X) ∼= A is regular. Now we use below claim to conclude that A[[X]] is
regular.
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Claim 29. Let R be a commutative noetherian ring, x ∈ R a non-zero divisor, and x ∈ m − m2 for every
maximal ideal m of R. If R/(x) is regular, then R is regular.

Proof. Suppose dimR/(x) = n. Pick an arbitrary maximal ideal m. Then, we may assume R/(x) as a
regular local ring by localizing it by m. Since R/(x) is regular local ring, thus m/(x) is generated by n-
elements, say x2 + (x), · · · , xn+1 + (x). Now we claim (x, x2, · · · , xn+1) = m. To see this, for any m ∈ m,

m + (x) = (
∑n+1
i=2 aixi) + (x). Hence, m = (

∑n+1
i=2 aixi) + ax for some a ∈ A, which implies the equality.

Hence embedding dimension of R is n + 1, thus dimR ≤ n + 1. And, dimR/(x) + ht(x) ≤ dimR. Thus it
suffices to show that height of x is 1. Since {x, x2, · · · , xn+1} form a system of parameter, Theorem 14.1 (ii)
assures that there are another choice of system of parameters with length n + 1 which generates a height
n+ 1 ideal. This implies dimR ≥ n+ 1, done.

For the remark of 19.6, if A has depth 0 then 19.1 says that projective dimension of M for any finite
module M is 0, which means that M is projective thus free.

Also, proof of Theorem 19.6 actually uses (reversed) induction; it shows that cokernel N is free, thus
Fn = 0, then we can think next cokernel, and also shows that Fn−1 = 0, and repeat this until it shows that
M is free.

In the proof of Theorem 19.8, if IP = 0, then for each generator a ∈ I, there exists b ∈ A− P such that
a/1 = ab/b = 0/b = 0. Since A is Noetherian, I is finitely generated, thus there exists b ∈ A− P such that
bI = 0. Hence J = ann(I) 6⊂ P since b ∈ J . This argument also used to say ann(M) 6⊂ P in (2) to (3).

In the proof of Theorem 19.9, If I is generated by A-sequences, then by Theorem 16.2, the generators
are quasi regular. Then, we can show that I/I2 is A/I-free module as follow; suppose I = (a1, · · · , an), then
there is a map (A/I)n → I/I2 mapping (b1, · · · , bn) 7→

∑
i biai. If there is a nonzero element in its kernel,

say (b1, · · · , bn), then by letting F =
∑
i biXi and F (a) ∈ I2 implies that all bi’s are in I, thus 0 in A/I.

This can be applied for any v > 0 with Iv/Iv+1.
Also, in the proof of Theorem 19.9, ¡- this side, mI should be replaced with I2; and this can be sure, since

all I − I2 are in the union of associate primes, then I is inside of an associate prime by prime avoidance,
contradiction.

In the remark, (aij) is invertible since it induces a map between two basis of (I/I2)⊗A/m. Therefore xi
form a quasi regular sequence since this matrix map induces an automorphism of A/I[X1, · · · , Xn].

1. Since Rm is n-dimensional regular local ring, we can say that mRm = (x1, · · · , xn) such that xi form
a regular sequence as well as a system of parameter. Now, let φ : R → k[yi, · · · , yn] by sending xi to
yi, where degree of yi should be set to degree of xi. Since every element of R can be expressed as a
sum

∑t
i=0 ri with ri ∈ Ri, and each ri can be denoted as

∑n
j=1 ajixj with deg(aji) < i. By repeating

this argument again and again on aji, we may represent every element of R as a polynomial over xis.
Thus, we may set a map φ : R → k[yi] by sending xi to yi with positive degree equal to degree of xi.
This map is clearly surjective; also, if f(x) ∈ kerφ, then each homogeneous part of f(x) makes xi zero.
However, by Theorem 16.2, xi forms a quasi-regular sequence, thus this implies that each homogeneous
part of f(x) has zero constant (since it does not make sense that coefficient is in m because we changed
it all as in k.) Hence kernel is zero, therefore φ is isomorphism.

2. Use induction on the length of finite free resolution of a projective module M . If length is 0, then M
is free therefore stably free, done. Suppose the length n is greater than 1. Then, given a finite free
resolution F • →M as

0→ Fn → Fn−1 → · · · → F1 → F0 →M → 0,

take kernel of F0 →M as M1. Then, 0→M1 → F0 →M → 0 is exact sequence. Since M is projective,
F0
∼= M1 ⊕M . Therefore M1 is projective since it is a direct summand of free module. Since M1 has

length n− 1 finite free resolution, by inductive hypothesis M1 is stably free. Thus, M1 ⊕ F is free for
some free module F , thus F0 ⊕ F ∼= M ⊕ (M1 ⊕ F ) is free, thus M is stably free.

3. If 0 → Pr −→ · · · −→ P0 −→ M → 0 is an exact sequence and each Pi is finite and projective,
and if P0 ⊕ An ' Am, then · · · −→ P2 −→ P1 ⊕ An −→ P0 ⊕An −→ M → 0 is again exact, with
P0 ⊕ An free. Proceeding in the same way, adding a free module to Pi at each stage, we get an FFR
0→ Lr+1 −→ Lr −→ · · · −→ L0 −→M → 0
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4. For every maximal ideal m of A, since the A -module A/m has an FFR, also the Am -module Am/mAm

has an FFR, so that the projective dimension of any module over Am is bounded by the length of FFR
of Am/mAm by Lemma 1. Thus global dimension of Am is finite, therefore Serre theorem (19.2) implies
that Am is a regular local ring. Since m was arbitrarily chosen, A is regular.

20 UFDs

In a Noetherian integral domains, every element is product of irreducible; to see this, suppose not; then pick
such an element x which is not a product of irreducibles. Then, x is not irreducible, thus x = yz for some
y and z, and at least one of y and z are not a product of irreducibles, say y is not. Then (x) ⊆ (y). By
repeating this argument the chain of ideal stabilizes, contradiction.

Also, such a product of irreducibles is finite product, otherwise you can also an infinite ascending chain
of ideals.

In proof of Theorem 20.1, the minimal prime divisor P of (a) is height greater than 0 since (0) is prime
ideal in the integral domain.

In proof of Theorem 20.2, if dimA = 1, then A is 1-dimensional Noetherian local ring, thus Theorem
11.2 implies that it is DVR; this is also UFD since every height 1 prime ideal is principal (with Theorem
20.1.)

In the proof of Theorem 20.3, PQ is free; If P is not a subideal of Q, then PQ contains a AQ unit, thus
PQ ∼= AQ. If P is a subideal of Q, then PQ is principal, thus PQ ∼= AQ as a module. In any cases, it is free.

In the proof of Theorem 20.4, P ⊕ An ⊂ An+1. Since P is stably free, we may choose n such that
P ⊕An ∼= Am for some m. Then, n < m ≤ n+ 1 implies m = n+ 1. That’s why we can apply Lemma 1.

In Lemma 2 of p.164, since e ∈ (a), e = at for some t, thus ab = ed = atd implies b = td. Also, since xst
is divisible by e, ed = xxst = xet′ for some t′, thus d = xt′.

In the proof of Theorem 20.5, ascending chain condition part is just corollary of Remark2, and two
elements have lcm is another corollary of the proof of Remark2, since every elements has unique decomposition
of irreducibles, thus their union gives us the lcm. The ascending chain condition on principal ideals gives
finite products as follow; suppose a is not a finitely many product of irreducibles. Then, a = a1b, where one
of a1 or b is not a finitely many product of irreducibles, then (a) ( (b). Now, we can repeat it infinitely so
that we have infinitely ascending chains, contradiction.

In theorem 20.6, recall that freeness is not a local property, but projective is.
In theorem 20.7, he uses Theorem 11.3 that projective is equivalent to injective; thus if α is projective,

then by 11.3 it is invertible, hence we may find ui ∈ K, ai ∈ α such that
∑
i uiai = 1.

In the proof of 20.8, ascending chain conditions of principal ideal can be shown easily; if a chain start
with nonconstant power series, say f whose minimal degree term is t, then this chain ends at finitely many
times, since there are only finite length ascending chain of prime ideals consisting of power series whose
minimal degree is t, but different A-coefficients by ASCofP in A, after than the next principal ideal should
be generated by power series with smaller minimal degree terms, and so on.

Also, in the proof of 20.8, B ⊗B A = A, thus a⊗B A is projective as A-module, by taking tensors on the
free module having a as a direct summand. Also, now suppose r := minf∈a deg(f) where deg(f) means the
least degree term of f . If r = 0, let b = a. Otherwise, for any f ∈ a, f = Xrf ′ for some f ′ with nonzero
constant in A, hence we may set b is generated by such f ′, thus a = Xrb with b 6⊆ XB. Isomorphism
a/Xa ∼= b/Xb are came from the correspondence between primitive elements.

Now since B is regular, thus normal by Theorem 19.4, therefore by Theorem 11.5, all the prime divisors
of a nonzero principal ideal have height 1. Though b itself may not be principal, but for any localization
by maximal ideal of B, this induces a formal power series ring over regular local ring, thus also regular
local, and hence 20.3 implies that the localization by maximal ideal is also UFD, and since localization of
projective ideal is also projective, hence principal by Theorem 20.7. That’s why b is locally principal; since
any prime divisor of B also form a prime divisor in some of localization by a maximal ideal, thus it should
have height 1 prime divisor by normality and Theorem 11.5. Here, NAK can be applied since X is in the
Jacobson radical.

In the remark of divisor class group, we assume that A is Krull ring; that’s why C(A) = 0 implies A is
UFD.
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In p.166,

Ap ⊗AM ⊗AM∗ ∼= Mp ⊗AM∗ ∼= Ap ⊗AM∗ ∼= HomAp
(Mp, Ap) ∼= HomAp

(Ap, Ap) ∼= Ap.

Also, if A is local, then every projective module is free, so there is only one isomorphism class, which makes
picard group 0.

Also, if A is Krull ring, I is a fractional ideal of A, let P be the set of all height 1 prime ideals and
vp(I) = min{vp(x) : x ∈ I}. Then,

Claim 30. vp(I) is nonzero for finitely many p.

Proof. Suppose not; then we have an infinite subset {pi} of P such that vpi(I) > 0. This implies that pi ⊃ I.
Then,

⋂
i pi 6= 0 since I 6= 0. However, for any x ∈

⋂
i pi, vpi(x) > 0, contradicting the fact that every

elements in the Krull ring has at most finitely many nonzero valuations.

If I and I ′ are invertible, then div(I) = div(I ′) implies − div(I−1) = div(I ′), thus div(I ′) + div(I−1) =
div(I−1I ′) = 0. Hence, I−1I ′ = A. Thus I ′ = I.

1. Since A is UFD, every irreducibles are prime. Thus, It suffices to show that for any prime element p,
it cannot divides all coefficients of fg. To see this, from f and g are primitive, let r (resp. s) be the
greatest number less than deg f (resp. deg g) such that the coefficient of f (resp. g) is divisible by p.
Then, the (r + s)-degree part of fg has coefficients · · · + ar+1bs−1 + arbs + ar−1bs+1 + · · · where ai
(resp. bi) is coefficient of f (resp. g) at degree i. Then, except arbs, all other terms are divisible by p.
Hence, the coefficient is not divisible by p. Since p was arbitrarily chosen, fg is primitive.

2. Let f ∈ A[x] and K be field of fraction of A. Since K[x] is PID, thus UFD, hence f = cp1(x) · · · pr(x)
where pi(x) is irreducible in K[x]. By multiplying denominators occuring on all pi, we may assume
pi(x) ∈ A[x]. Moreover, by extracting g.c.d. of coefficients of pi, we also may assume that pi is
primitive in A[x]. This shows the existence of prime factorization of f . If f has another factorization
by primitive polynomials, f = dq1(x) · · · qr(x), then it also form a factorization in K[x], thus r = s,
and using UFD of K[X] we may assume that qi(x) = aipi(x) for some ai ∈ K. Since both pi and qi
are primitive, ai should have content 1, which implies that ai is unit. Thus factorization is unique.

3. For any height 1 prime ideal P , it is principal by Theorem 20.1. Thus, assume P = (p). Then a
P -primary ideal Q should be inside of p. Now pick n such that Q ⊂ (pn) but Q 6⊂ (pn+1). Then, since√
Q = (p), pk ∈ Q for some k. If k < n, then Q 6⊂ (pn) because pk 6∈ (pn), contradiction; thus k ≥ n. If

k 6= n, then k > n, thus Q \ (pk) 6=. Then we may pick y ∈ Q \ (pk). By prime factorization, y = pn+tq
for some q which is not divisible by p, and n + t < k. Then, both pn+t and q are not element of q,
contradicting the fact that Q is P -primary. Hence, k = n, thus Q = (pn)

From this the intersection of primary ideals are intesection of principal ideals, thus by Remark 2 p.164,
it is principal.

4. Exercise 8.3 shows that for any ideal I in A has a property that IÂ is principal, then I is principal.
From this, every ascending chain of principal ideals of A should form ascending chain of principal ideals
in Â, thus stabilizes, which implies that the chain in A also stabilizes.

For the second condition, pick arbitrary two elements a, b ∈ A, then they has lcm in Â, say c̃. Then,
(a) ∩ (b)Â = (c̃), which is principal, thus (a) ∩ (b) is principal in A, say (a) ∩ (b) = (c), which implies
that a and b has lcm in A.

5. Pick a height 1 prime ideal P in A. Suppose mi is a maximal ideal for i = 1, 2, · · ·n. Then, PAmi

is principal, say (ui) for some ui ∈ Ami ⊂ K. Also, if ui = a/b for some a ∈ A, b ∈ A − mi, then
a/b =

∑
i piti for some pi ∈ P, ti ∈ Am, thus a ∈ P by combining rationals. Thus, we may assume

that uiAmi = aAmi since b is unit in Am. Thus, for any i, we may assume ui ∈ A. Thus, for any
p ∈ P , p = uia/b for some a ∈ A, b ∈ A \m, but since p ∈ A and A is integral domain, b = 1, hence
P ⊂ (ui)

n
i=1 ⊂ P , thus P is finitely generated.

Next, we will use the Swan’s theorem to conclude that P is principal. First of all, since A is semilocal,
its m-SpecA satisfy descending chain condition, therefore Noetherian. Also, j-Spec (defined in p. 36)
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has the same combinatorial dimension with m-spec. Since maximal ideals in are not contained to
others in each other, the combinatorial dimension is 0.

Now, pick a height 1 prime ideal P in A. Then for any j-prime ideal Q, if Q ⊃ P , then P ⊗ κ(Q) = 0
since PAQ ⊂ QAQ. Otherwise, if Q 6⊃ P , then P ∩ (A \Q) 6= ∅, thus PAQ = AQ. Hence, P ⊗ κ(Q) ∼=
PAQ/PQAQ = κ(Q). Hence, µ(P,Q) is at most 1 for any Q in j-spec.Hence, Theorem 5.8 implies that
P is generated by 1 element, done.

6. Since IRm = a/bRm for some a ∈ R, b ∈ R \ ⊕n>0Rn, g ∈ R0, hence b is also unit in R. Moreover,
since IRm is also homogeneous ideal, we may assume a/b is homogeneous, which implies that a is
homogeneous since b ∈ R0. Since a/b =

∑
i piti for some pi ∈ I, ti ∈ Rm, by combining piti as a

rational form we can conclude that a ∈ I. Hence, IRm = aRm. Now we claim I = (a). I ⊃ (a) is clear.
For any homogeneous g ∈ I, g/1 ∈ IRm, thus g/1 = a/b · c/d for some homogeneous c ∈ R and d ∈ R0.
Thus, tac = tdbg for some t ∈ R0, thus g = d−1b−1ca, which implies that g ∈ (a). Hence, I = (a).

21 Complete intersection rings

In p.170, 0→ Ln → Ln−1tensor with A = R/a is still injective, thus E• is still projective resolution of k as
A-module.

Also in the second exact sequence, TorR1 (k,R) = 0 since R is flat R-module. And TorR1 (kl, A) is typo of
TorR1 (k,A). Also, since k⊗R → k ⊗ A is a nonzero map k → k between simple modules so isomorphism.
From this k ⊗R a→ k ⊗R R 0. (Or you can think it as the image of a→ R is inside of the maximal ideal of
R.) Thus TorR1 (k,A) ∼= k ⊗R a ∼= a/na. Here, you can check that n ⊗ a ∼= na by sending map n ⊗ a → na
which is surjective by construction, and injective by the fact that regular local ring is UFD, thus integral
domain. Notes that a ∼= na is k-module thus is vector space. Hence, µ(a) is the number of basis element of
a ∼= na = TorR1 (k,A) = H1(E•), thus ε1(A).

In the proof of Theorem 21.1 (ii), µ(a) ≥ ht a came from the Krull’s Hauptidealsatz, and for regular local
ring. Also dimR = emb dimA holds since in the previous argument about Koszul complex of A we showed
that emb dimA = emb dimR.

In the proof of Theorem 21.3, Theorem 18.3 implies Â is Gorenstein iff A is Gorenstein.

1. Given P ∈ SpecR with P ⊃ I, let P/I = p. Then, Ap is c.i. iff (by Theorem 21.2 (ii)) Ip is generated
by an RP -sequence iff (by Theorem 19.9) (I/I2)p is free over Ap. Since I/I2 is a finite A-module,
Theorem 4.10 implies that {P ∈ SpecR : (I/I2)P is free over RP } is open in SpecR. Hence,

{p ∈ SpecA : Ap is c.i.} = {P ∈ SpecR : (I/I2)P is free over RP } ∩ SpecA

is open in SpecA as a subspace topology.

2. We can assume that A is complete. Then A = R/I with R regular and dimR = dimA + 1. Now ht
I = 1 and A is a CM ring, so that all the prime divisors of I have height 1. Since R is a UFD, I is
principal. Thus, 1 = µ(I) = dimR− dimA, hence A is c.i.

3. As a k-vector space, A ∼= k{1, x, y, z, x2}. Moreover, x2 = y2 = z2 and xy = yz = zx. Thus, x, y, z are
nilpotent, which implies that m is the only prime ideal of A. Hence A is zero dimensional Noetherian
ring, hence Cohen-Macaulay by Exercise 17.1 (a). Thus, by the argument of proof (1’) to (2) in
Theorem 18.1, using 0→ k → A by m = ann(x2), we knows that Ext1

A(k,A) = Hom(k,A) ∼= k. Hence,
A is Gorenstein.

To see it is not c.i., Set I =
(
X2 − Y 2, Y 2 − Z2, XY, Y Z,ZX

)
and M = (X,Y, Z). Then, MI has

X3 = X(X2 − Y 2) − Y (XY ), −Y 3 = Y (X2 − Y 2) −X(XY ),−Z3 = Z(Y 2 − Z2) − Y (Y Z), and all
other of degree 3 monomials, thus MI = M3. Thus, I/MI = I/M3 →M2/M3 has five k-vector space
dimensional image, so that µ(I) = 5. However, dimR = 3,dimA = 0, thus µ(I) 6= dimR − dimA,
hence A is not c.i.
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22 The local flatness criterion

In the proof of Theorem 1, M is J-adically separted by Krull’s intersection theorem (Thm 8.10). In the
proof of Theorem 2, exactness can be easily checked using diagram chasing.

For the example of I-adically separated case, I(a⊗M) ∼= a⊗IM since I acting via M . Thus,
⋂∞
i=1 I

i(a⊗
M) = (a⊗

⋂∞
i=1 I

iM) = 0by applying Krull’s intersection theorem on B.
In the proof of Theorem 3, (3) and (3’) are just came from the long exact sequence of Tor in the third

line of p.175. In (3’) to (2), TorA1 (N,M) is came from the condition that N ⊗A M = N ⊗A0
M0, thus tor

can be derived from A-tensor with M . IN (3) to (4), I ⊗M ∼= IM implies I2⊗M ∼= I2M since the injective
map I2 ⊗M → I ⊗M → IM gives image I2M inside of IM . In (4) to (5), there is a typo on the diagram;
the first row should be

(Ii+1/In+1)⊗M → (Ii/In+1)⊗M → Ii/Ii+1 ⊗M → 0

which induced from tensoring M with the exact sequence 0→ (Ii+1/In+1)→ (Ii/In+1)→ Ii/Ii+1 → 0. In
the induction, αn+1 is isomorphism by putting i = n.

In Theorem 22.4, local homomorphism A→ B means that the maximal ideal of A will be sent to inside
of maximal ideal of B. For proof (i), notes that B̂ is faithfully flat over B. If M is flat over A, then for any
exact sequence N1 → N2 → N3 of A-modules, Ni ⊗A M = Ni ⊗A B ⊗B M is exact as a (A,B)-bimodule.
Hence, by taking tensor with B̂, which is faithfully over B, N1 ⊗A M̂ → N2 ⊗A M̂ → N3 ⊗A M̂ is exact
as a (A,B)-bimodule, hence M̃ is exact in A-module. Conversely, if M̂ is flat over A, then for any exact
sequence N1 → N2 → N3 of A-modules, N1 ⊗A M̂ → N2 ⊗A M̂ → N3 ⊗A M̂ is exact as (A,B)-bimodule.
Since Ni ⊗A M̂ = Ni ⊗AM ⊗B B̂ and B̂ is faithfully flat, N1 ⊗A M̂ → N2 ⊗A M̂ → N3 ⊗A M̂ is exact as a
(A,B)-bimodule, thus M is flat over A.

For the second equivalence of Theorem 22.4 (i), if M̂ is flat over A, then cTheorem 22.1 implies that
M̂/mnM̂ is flat over A for all n > 0. Then, M̂/mnM̂ is flat over A/mn for all n > 0 since all exact sequences
of A/mn-modules are those of A-modules. Now we claim that M̂/mnM̂ is flat over Â, since any Â-modules
has also an A-modules structure via A→ Â which is faithfully flat by Theorem 8.14. Conversely, if M̂ is flat
over Â, then for any exact sequences of A-moduels, tensor with Â is also exact, thus tensor with M̂ is also
exact, hence M̂ is flat over A.

(ii) is similar. Indeed, local condition implies that mB ⊂ n so that we can use Theorem 8.14 again.
In the proof of 22.5, let f : A → B be the local homomorphism. if (1) holds, then 0 → M → N →

N/u(M) → 0 is exact. Now take a long exact sequence from TorA• (−, k) to get the exact seqeunce 0 =
TorA1 (N/u(M), k)→M ⊗ k → N ⊗ k → (N/u(M))⊗ k → 0, which implies that u is injective.

In the proof of (2) to (1),
⋂
nm

nM = 0 is from Krull’s intersection theorem with the fact that mB ⊂ n,

and the vanishing of TorA1 (k,N/u(M)) = 0 is came from the long exact sequence of tor, u is injective, and
N is flat.

For the corollary in p.177, (2) to (1) is just setting M = N = M in the setting of Theorem 22.5 and apply
theorem inductively. Also, (1) to (2) is just inductively use Theorem 22.5 (1) to (2) for each i forwardly,
with the fact that Mi is flat.

In theorem 22.6, M/(P ∩ A) = M ⊗A A/(P ∩ A). Then, by replacing A with A(P∩A) M is flat over A
which is local ring whose maximal ideal is (P ∩A), then we may apply the first corollary (2) to (1) in p.177
to get b is M(A∩P ) regular and M(A∩P )/bM(A∩P ) is flat.

Claim 31 (Remark in p.177 (Flatness of a graded module)). Let G be an Abelian group, R =
⊕

g∈GRg a
G-graded ring and M =

⊕
g∈GMg a graded R-module, not necessarily finitely generated. Then the following

three conditions are equivalent:

(a) M is R-flat;

(b) If S : · · · −→ N −→ N ′ −→ N ′′ −→ · · · is an exact sequence of graded R -modules and R -linear
maps preserving degrees, then S ⊗M is exact.

(c) Tor R
1 (M,R/H) = 0 for every finitely generated homogeneous ideal H of R.

This proof is from [6]
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Proof. (a) to (c) is clear by definition. (c) to (b) is clear by thinking N
′′

or N as a direct sum of R/H for
some graded quotients, and think the commutativity between direct sum and Tor. Now it suffices to show
that (b) to (a).

To see this, we will use Theorem 7.6 in Matsumura. Suppose ai ∈ R, xi ∈ M where i ∈ I with |I| < ∞
with the property that

∑
i∈I aixi = 0. Then for each i, we may assume ai =

∑
g∈G ai,g, xi =

∑
g∈G xi,g with

ai,g ∈ Rg, xi,g ∈Mg. Then the condition
∑
i∈I aixi = 0 is equivalent to∑

i∈I,h∈G

ai,g−hxi,h = 0 for any g ∈ G.

Now construct a free R-module F whose base is {ei,g : i ∈ I, g ∈ G} and F ′ whose base is {e′g : g ∈ G}, then
let f : F → F ′ by f(ei,h) =

∑
g∈G ai,g−he

′
g for any g ∈ G, i ∈ I. Then, giving degree −h to ei,h and degree

−g to e′g, F and F ′ become graded R-modules and f is a graded homomorhpism. Thus,

0→ ker f ⊗RM → F ⊗RM
f⊗1−−−→ F ′ ⊗RM

is exact by (b). Since

f ⊗ 1

 ∑
i∈I,h∈G

ei,h ⊗ xi,h

 =
∑

i∈I,h∈G

(
∑
g∈G

ai,g−heg)⊗ xi,h =
∑
g∈G

(eg)⊗
∑

i∈I,h∈G

ai,g−hxi,h =
∑
g∈G

(eg)⊗ 0 = 0,

we can conclude that
∑
i∈I,h∈G ei,h ⊗ xi,h =

∑
j∈J b

(j) ⊗ y(j) for some b(j) ∈ ker f , y(j) ∈ M with b(j) =∑
i∈I,h∈G b

(j)
i,hei,h. Then, set b

(j)
i =

∑
h∈G b

(j)
i,h, which implies

∑
i∈I b

(j)
i ai = 0 (by applying f on b(j) and

thinking grade g terms of f(b(j)).

Claim 32. From the above claim, let I be a (not necessarily homogeneous) ideal of R. Suppose that

1. for every finitely generated homogeneous ideal H of R, the R -module H⊗RM is I -adically separated;

2. M0 = M/IM is R/I -flat;

3. TorR1 (M,R/I) = 0.

Then M is R -flat.

Again, this proof is from [6]

Proof. It suffices to show that for every finitely generated homogeneous ideal H of R, TorR1 (R/H,M) = 0,
i.e., H ⊗R M → M is injective. Now (2) and (3) gives the condition (3’) of Theorem 22.3, thus M is flat
over A, thus TorR1 (R/H,M) = 0.

Claim 33. Let A =
⊕

n>0An and B =
⊕

n>0Bn be graded Noetherian rings. Assume that A0, B0 are local
rings with maximal ideals m,n and set M = m+ A1 + A2 + · · · , N = n +B1 +B2 + · · · let f : A −→ B be
a ring homomorphism of degree 0 such that f(m) ⊂ n. Then the following are equivalent:

1. B is A -flat;

2. BN is A -flat;

3. BN is AM -flat.

This is just proposition 3.6.

Proof. Since localization is flat algebra, thus (1) implies (2). (2) implies 0 = TorA1 (C,BN ) ∼= TorAN∩A1 (C,BN ) =
TorAM1 (C,BN ) for any A-module C. Since every AM module is also an A-module, this implies that BN is flat
over AM . Now, to see (3) implies (1), notes that condition 3 gives us 0 = TorA1 (k,BN ) ∼= TorAN∩A1 (k,BN ) =
TorAM1 (k,B)N where k = A/M . Also, since TorAM1 (k,B) is graded module, TorAM1 (k,B) = 0. Moreover,
B0 = B/f(N)B is A/N -flat since it is a vector space over A/N . Moreover, for any finitely generated ho-
mogeneous ideal H of A, H ⊗A B is M -adically separated since B is N -adically separated (to see this, use
Krull’s intersection theorem for n part and and grades goes to infinity) and f(M) ⊂ N , thus B is M -adically
separated therefore so H ⊗A B is. Hence, by the above claim B is flat over A.
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1. This uses the claim for flatness.

Claim 34. Let A ⊂ B be Noetherian rings, let M∗ := m − SpecB and M := {m ∩ A : m ∈ m −
SpecB} ∩ SpecA. Then, B is flat over A iff for any m-primary ideal q over m ∈ M and b ∈ A such
that q : (b) = m, qB : bB = mB.

Proof. Only if part is just directly came from Theorem 7.4 (iii). Suppose if part. Notes that the all
conditions still hold if we replace A and B with Am∩A and Bm for any m ∈ M∗. Since flatness is a
local property, assume that A and B are local ring and m∩A is the maximal ideal of A. We will show
that B is flat using Theorem 7.7. Let I be an ideal of A.

Case 1: Suppose m ∩ A is nilpotent. If length of A is 1, then A is field, thus using the assertion
holds. If length of A is greater than 1, pick b ∈ I (using Krull’s principal ideal theorem) such that
lA(bA) = 1. This implies that 0 : bA = m ∩ A, since b(m ∩ A) = (b) ∩ (m ∩ A) is a submodule of
bA, which is a simple module, thus b(m ∩ A) = 0. By inductive assumption, B/bB is flat over A/bA,
thus I/(bA) ⊗A/bA B/bB → B/bB is injective. Hence, the kernel of I ⊗ B → B is in bA ⊗ B. Since
0 : bB = (m ∩ A)B by the if condition, bB and b⊗B are faithful modules over B/(m ∩ A)B, which is
reduced ring. Thus, for any nonzero element b⊗c (thus c ∈ B\(m∩A)B), its annihilator in B/(m∩A)B
does not exist, hence bc 6= 0, which implies that kernel is zero.

Case 2: In general, by case 1, for any n > 0, B/(m ∩ A)nB is flat over A/(m ∩ A)n. Hence, I/((m ∩
A)n ∩ I) ⊗ B/(m ∩ A)nB is inside of A/(m ∩ A)n ⊗ B/(m ∩ A)nB, which implies that the kernel
should be contained in ((m ∩A)n ∩ I)⊗B in I ⊗B. Now, by Artin-Rees lemma, we have r such that
((m∩A)n∩I) ⊂ (m∩A)n−rI, thus the kernel is inside of (

⋂
n(m∩A)n−rI)⊗B ∼= I⊗ (

⋂
n(m∩A)n−rB.

Now since m ∩A ⊂ m which is Jacobson radical of B, the Krull’s intersection theorem concludes that
this module is zero.

Now let’s prove Nagata’s flatness theorem. Because of the lemma, it suffices to show that the equation of
lenghths are equivalent to the condition that for any m-primary ideal q and b ∈ A such that q : bA = m,
qB : bB = mB.

Set q′ = q + bA. Then the length of (A/q) is equal to the length of (A/q′) plus 1 (since b is not unit
by the condition q : bA = m). Also, q′ is also m primary since q : bA = m. Thus, by the formular of
lengths gives

lA(A/q)lB(B/mB) = lB(B/qB),

lA(A/q′)lB(B/mB) = lB(B/q′B),

lA(A/q′) + 1 = lA(A/q)

implies that
lB(B/q′B) + lB(B/mB) = lB(B/qB).

On the other hand, from
lB(B/qB) = lB(B/q′B) + lB(q′B/qB),

we have lB(q′B/qB) = lB(B/mB). Here,

lB(B/mB) = lB(q′B/qB) = lB(bB/(bB ∩ qB)) = lB(B/ (qB : bB)).

This implies mB = qB : bB. (Notes that ⊃ is clear from definition, and ⊂ is from the equation above.)

Conversely, we can use induction on lA(A/q). If length is 1, then q = m, thus the length equation
holds. For any n > 1, we get all the equations reversely to get lA(A/q)lB(B/mB) = lB(B/qB) under
the inductive hypothesis.

2. Algebraic independence comes from Theorem 16.2, (i). If f ∈ k[X1, · · · , Xn] gives a relation s.t.
f(xi) = 0, notes that f has zero constant term, otherwise k ∩ (xi) 6= 0, contradiction. Hence, we may
let v be the least degree of terms in f . Then, by replacing Xi with xi suitably, we may find g, which is
a v-homogeneous such that whose the least degree term has coefficient in k and g(xi) = 0. However,
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since xi is A-quasi-regular by Theorem 16.2 (i), g(xi) = 0 implies that the least degree term of g should
be inside of I, thus the coefficient should be zero, contradiction. Hence, no such relation f exists.

Before proving flatness, notes that k is a subfield of the residue field A/m.

To prove flatness, let I =
∑
xiC. Then A0 in Theorem 22.3 is k, M in Theorem 22.3 is A. Hence, M0

in Theorem 22.3 is A/(x1, · · · , xn) which is flat over A0 since A0 = k is field, thus A/(x1, · · · , xn) is
nothing but vector spaces. Thus, to see M = A is flat over C, it suffices to show that TorC1 (k,A) = 0.
Since x is a C -sequence, the Koszul complex L• = K•(x,C) constructed from C and x is a free
resolution of the C-module k = C/I, and TorC1 (k,A) = H1 (L• ⊗C A), from the argument in Section
19 Regular rings and minimal free resolution. However, L•⊗CA is just the Koszul complex constructed
from A and x, and since x is an A -sequence, H1 (L. ⊗A) = 0 by Theorem 16.5.

3. We need only show that TorA1 (k,M) = 0. By Lemma 18.2, Tor A1 (k,M) = Tor
A/xA
1 (k,M/xM), but by

assumption the right-hand side is 0.

4. I-adic completion of B as an A-module is equal to IB-adic completion of B as B-module (since I acts
on B as IB), thus equal to J-adic completion of B since IB ⊂ J by Exercise 8.2. Thus, B̂ = B ⊗A Â
is flat over A since tensor with B over exact sequence of A module is exact, and tensor with Â is also
exact by Theorem 8.8. Then, for any exact sequence M → N → L of Â modules, this is actually an
exact sequence of A-modules, thus tensor with B̂ is exact, which shows that B̂ is flat over Â.

23 Flatness and fibres

In the proof of Theorem 23.1, dimA′ = dimA−1 is came from the regularity of A and x ∈ m−m2. Also, if x
as an element of B is a part of system of parameter, then by Theorem 17.4 dimB′ = dimB − 1. Otherwise,
height of x maybe 0, thus dimB′ > dimB − 1. In any cases, dimB′ ≥ dimB − 1. Lastly, if x is both A and
B-regular, then by Lemma 2 in p.140, the claim holds.

In the proof of Theorem 23.2 (i), G⊗A (A/p) is A/p flat as follow; for any exact sequences of A/p modules,
we can rewrite it as (A/p)-tensored with A/p, however this still can be regarded as A-modules, thus A-tensor
with G is exact by flatness of G, which coincide with A/p-tensor with G⊗A (A/p), done.

In the proof of Theorem 23.3, p.181, N1 is flat implies that TorA1 (Mr, N1) = 0, which implies 0 →
Mr ⊗ N → Mr ⊗ N → Mr ⊗ N1 → 0 is exact. Lastly, the assertion derived when we set E = Mr,
G = Ns, p = m in Theorem 23.2 (ii).

In the proof of Theorem 23.4, let f : A → B be the given local homomorphism. Then f(xi) in B form
B-regular sequences by Exercise 16.4. Also, to see B is flat A modules, notes that the corollary of Theorem
22.5 (2) to (1) implies that B/(y)B is flat over A. Now, notes {0} is also a trivial M ⊗ k-sequence (in terms
of Theorem 22.5), hence apply the corollary again with xi from A, setting M = B/(y)B, we can get the

statement that B is flat over A.
Now, HomR(R/M,R) = (0 : M)R is from the condition f(1) ∈ (0 : M)R for all f ∈ HomR(R/M,R).

The phrase “I is of the form I ∼= (A/m)t for some t means that I is A/m-vector space. Also, since B is flat,
(0 : mB) = IB by Theorem 7.4.

In the proof of Theorem 23.5, regularity of the localization of polynomial ring over a field or power series
ring came from the fact that any of their maximal ideal has of form (xi− ai). (Recall that A is regular local
ring if the minimal number of generators of the maximal ideal is equal to the Krull-dim.)

In Theorem 23.6, any localization of Gorenstein ring is Gorenstein, but I highly doubt that A ⊗ K is
a localization by a prime; however the conclusion still hold, since all the primes in a localization is just
inherited from primes in original ring which do not intersect with multiplicative set, thus localization of
A⊗K by a prime coincides with localization of A[X] by some prime.

In the proof of 23.7, B is faithfully flat since local homomorphism implies mB 6= B with Theorem
7.2.(3). Then tor vanishes by thinking long exact sequence splited from the long exact sequence of projective
resolution of k tensored with k such that whose part tensored with B has vanishing cohomology. Also,
since B is flat over A, if f : A → B has nonzero kernel, then 0 → ker f → A → A/ ker f → 0 induces
0 → ker f ⊗ B → B → B → 0, which implies ker f ⊗ B = 0 which contradict Theorem 7.2 (2). Hence f is
injective.
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In p. 183, if A has an embedded associate prime P , then min(htP, 1) = 1 while depthAP = 0, thus S1

cannot hold. Again, if A is an integral domain, and P is an embedded associate prime of (a) for some nonzero
principal ideal, then min(htP, 2) = 2 since (Krull’s Hauptidealsatz implies that ) all minimal prime divisor
has height 1, however AP /a has no regular element, thus depthAP = 1. Hence S2 implies the condition in
textbook.

Form Theorem 14.3, 1-dim regular local ring is just another name of DVR. That’s why 11.2 implies R1.
Also 11.5 implies S2 is clear.

In the proof of Theorem 23.8, an+
∑n

1 cia
n−ibi = 0 can be seen as an integral equation over bPAP . Since

AP is normal, thus bPAP is integrally closed, hence aP ∈ bPAP from the localized integral equation.
In the proof of Theorem 23.9, all such bounds of height of prime ideals between A and B are came from

going down theorem because of faithfully flat algebra B.

1. This just came from the fact that completion of Gorenstein local ring is Gorenstein (Theorem 18.3)
and Theorem 23.4, and completion of Cohen-Macaulay local ring is Cohen-Macaulay (Theorem 17.5)
and Corollary of Theorem 23.3.

2. By Theorem 23.9, it suffices to show that all fibers of A→ Â satisfy Si. From the given condition, let
A = R/I where R is CM local ring, and I is an ideal. Pick p ∈ SpecA such that p′/I = p for some

p′ ∈ SpecR. Then, set B′ = R̂ and B = B′/IB′ = R̂/IR̂ = ˆ(R/I) = Â from Theorem 8.11. Then
by the argument in p.184 185, fibre of A → Â at p is equal to that of R → R̂ at p′. Thus, it suffices
to show that all fibers of R → R̂ satisfy Si. This is true by Exercise 23.1, done. Especially, if A does
not have embedded associate prime, then A follows S1, thus Â follows S1, which implies the desired
statement.

3. I don’t know.

24 Generic freeness and open loci results

In the proof of Theorem 24.1, for SkM
′/Sk−1M cases, by letting E = SkM

′, F = Sk−1M
′, B = Sk−1, C = Sk

as in Lemma to get the conclusion. For E/SM ′ cases, by letting B = Sk−1, C = S,E = E′, F = Ek−1 to get
the finite filtrations of Sk−1modules, which also gave finite filtrations of S-modules by induction hypothesis,
done.

In the proof of topological Nagata criterion, the third line means that the property actually contradicts
the irreducibility of Vi

In the proof of Theorem 24.3, honestly I don’t know how he can find W ; instead, using Theorem 24.1, pick
a ∈ A \ p which makes (M/pM)a be a free (Ap)a module. Then, (M/pM)a is flat. Now, from Ma = Mf(a)

by letting f : A→ B the algebra map, we can see that (M/pM)a = Bf(a)⊗BM⊗A Â. Then by the fact that
flatness is a local property, for any Q 6∈ V (aB) which lies over p, ((M/pM)a)Q = (M/pM)Q is A-flat since
flatness is local property. Since p = P ∩ A, Q lies over p iff Q ⊃ P , hence all prime ideals in V (P ) \ V (aB)
makes (M/pM) flat. Since V (P ) ∩ V (aB)c is open neighborhood of P at U , and P was arbitrarily chosen,
we can see that U is open. (Remark that V (aB)c = ∅ iff a is unit, but in this case, M/pM is free, thus V (P )
is contained in U , hence its nonempty open subset is contained in U , thus (2) of Theorem 24.2 holds)

In Theorem 24.4, W can be obtained by taking a ∈
⋂
Q∈Ass(x1,··· ,xn)Q\P , then we may setW =

⋃
a V (a)c.

Notes that if Q ∈ W is outside of V (P ), then PAQ = AQ and thus radical of (x1, · · · , xn)AQ is AQ which
implies that (x1, · · · , xn)AQ = AQ, hence the equation trivially holds. If Q ∈W∩V (P ), then (x1, · · · , xn)AQ
has only one prime divisor PAQ, with the assumption that “regular” system of parameter gives the equation.

In the proof of Theorem 24.5, since yi is A-sequence, it is also AQ-sequence, hence that’s why the reason
AQ is CM is equivalent to saying that AQ/IAQ is CM by Exercise 17.4. Also, if x1 ∈ A is A/P -regular but
not A-regular, then there exists b ∈ A such that x1b ∈ P , but since P is prime, b ∈ P . Now, b is nonzero in
P i/P i+1 for some i, but since P i/P i+1 is free, hence x1b 6= 0, contradicting the assumption that x1b = 0.
Hence, such b does not exist. Therefore, x1 is A-regular. Now do the induction to get whose A/P -sequences
are indeed A-sequences. The last equality dimAQ/PAQ = dimAQ came from the fact that P r = 0.
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In the proof of Theorem 24.6, if we take Ext functor on the given exact sequence, we have the long exact
sequence as below.

0→ HomA(P/P i, A)→ HomA(P/P i+1, A)→ HomA(P i/P i+1, A)

→ Ext1
A(P/P i, A)→ Ext1

A(P/P i+1, A)→ Ext1
A(P i/P i+1, A) = 0→ · · ·

since P i/P i+1 is free A/P module, thus Ext1
A(P i/P i+1, A) is direct sum of Ext1

A(A/P,A), which is 0.
Then, when i = 1, one can get Ext1

A(P/P 2, A) = 0 from the given information that P/P 2 is free thus
projective. If i = 2, then one can get Ext1

A(P/P 3, A) = 0, thus by increasing i to r − 1, one can get
Ext1

A(P/P r, A) = Ext1
A(P,A) = 0. Now by using

0→ P → A→ A/P → 0

with Ext1
A(P,A) = 0,Ext2

A(A,A) = 0 (since A is free thus projective) we have Ext2
A(A/P,A) = 0, and next

we can calculate again using above long exact sequence to get Ext2
A(P,A) = 0, and from this we can get

Ext3
A(A/P,A) = 0, and so on.

1. By theorem 6.3 with the exact sequence 0 → Ii/Ii+1 → A/Ii+1 → A/Ii → 0, Ass(A/Ii+1) ⊂
Ass(Ii/Ii+1) ∪ Ass(A/Ii). Now since Ii/Ii+1 is a free A/I-module, Ass(Ii/Ii+1) = Ass(A/I). Thus,
Ass(A/Ii+1) ⊂ Ass(A/I)∪Ass(A/Ii). Moreover, Ass(A/Ii) ⊂ Ass(A/I) by an argument using annihi-
lator, hence

Ass(A/Ii+1) ⊂ Ass(A/I).

However, if P ∈ Ass(A/I), then Pa = 0 for some a ∈ A \ I, now take b ∈ Ii/Ii+1 ∼= (A/I)l such that b
corresponds to a(1, · · · , 1) ∈ (A/I)l, Pb = 0 means that Pb ⊂ Ii+1, hence

Ass(A/I) ⊂ Ass(A/Ii+1).

This implies that Ass(A/I) = Ass(A/Ii+1). Since i war arbitrarily chosen, we knows that Ass(A/I) =
Ass(A/Ii) for all i. By choosing i > r, we can conclude that Ass(A/I) = Ass(A).

If x form an A-sequence, then it also form an A/I sequence from the fact that they are not in the
union of height zero ideals. If they form an A/I-sequence, then they are not in associate primes of A,
too, thus they form A-sequences.

2. By Theorem 5, it is enough to show that for a prime ideal p of A,CM(A/p) contains a non-empty open.
Let P be the inverse image of p in R, so that A/p = R/P . If x1, . . . , xn ∈ P are chosen to form a system
of parameters of RP then since RP is CM, they form an RP -sequence. Thus passing to a smaller
neighbourhood of P , we can assume (i) P is the unique minimal prime divisor of (x) = (x1, . . . , xn)R,
and (ii) x is an R -sequence. Now replacing R by R/(x), we can assume that P is nilpotent; moreover,
we can take P i/P i+1 to be free R/P -modules. Now by the Exercise 24.1, R-sequences are equivalent
to R/P -sequences, hence if R is CM then R/P is CM because their depths are equal.

3. By Theorem 5, it is enough to show that for a prime ideal p of A,Gor(A/p) contains a non-empty open.
Given A = R/I where R is Gorenstein, Let P be the inverse image of p in R, so that A/p = R/P .
If x1, . . . , xn ∈ P are chosen to form a system of parameters of RP then since RP is CM, they form
an RP -sequence. Thus passing to a smaller neighbourhood of P , we can assume (i) P is the unique
minimal prime divisor of (x) = (x1, . . . , xn)R, and (ii) x is an R -sequence. Now replacing R by R/(x),
we can assume that P is nilpotent; moreover, like Theorem 24.6, we may assume that P is the unique
minimal prime ideal of R. The rest is just the same as proof of Theorem 24.6, starting from calculating
ext and hom.

25 Derivations

For any a, b ∈ A, [D,D′](a + b) = D(D′a + D′b) − D′(Da + Db) = DD′a + DD′b − D′Da − D′Db =
[D,D′]a+ [D,D′]b and

[D,D′]ab = D(bD′a+ aD′b)−D′(bDa+ aDb) = bDD′a+D′aDb+D′bDa+ aDD′b− bD′Da−DaD′b−DbD′a− aD′Db
= bDD′a+ aDD′b− bD′Da− aD′Db = b[D,D′]a+ a[D,D′]b.
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In the diagram of p.191, to see h−h′ is k-derivation, notes that (h−h′)(a+ b) = (h−h′)(a) + (h−h′)(b)
is clear, and for any b ∈ C, n ∈ N , b acts on n as h(b)n = h′(b)n. Thus,

b · (h− h′)(a) + a · (h− h′)(b) = h′(b)h(a)− h′(b)h′(a) + h(a)h(b)− h(a)h′(b) = (h− h′)(ab).

Also, (h− h′) ◦ (k → C) = 0 is clear.
In p. 191, µ should maps to A, not k, otherwise we cannot explain µ′. Also, in p.191, A ∗M = A ×M

form an A-algebra by defining (a, b) · (c, d) = (ac, 0). This induces f : I/I2 → M . Also, uniqueness of f is
just came from this simple argument; if f ′ is another linear map, then it also maps da to Da, hence f = f ′

by linearity.
In p. 193, to see A is 0-unramified over k is equivalent to ΩA/k = 0, compare the diagram of p.193 to that

of 191; then if A is 0-ramified, then Derk(A,N) = 0, otherwise we have another lifting v+D for some nonzero
D ∈ Derk(A,N). Now, for any A-module M , let C = k[M ], N = M ⊂ C. By 0-unramified condition of
A, Derk(A,M) = 0. Hence, from Derk(A,−) = HomA(ΩA/k,−), we knows that HomA(ΩA/k,−) = 0, thus
ΩA/k = 0 since 0 is the universal element of MA. Conversely, if ΩA/k = 0, then Derk(A,M) = 0 for all
M ∈MA, therefore v is unique.

To see AS is 0-etale over A, notes that u(1/s) = c + N for some c ∈ C, then c is unit in C by Exercise
1.1. Thus, we may construct v by choosing image of 1/s from u. If v and v′ are two liftings such that
v(1/s) = c, v′(1/s) = c+ n, then, D = v′ − v gives nonzero D ∈ DerA(AS , N). However, in AS ⊗A AS ,

a/s⊗ 1− 1⊗ a/s = a(1/s⊗ 1− 1⊗ 1/s) = as(1/s⊗ 1/s− 1/s⊗ 1/s) = 0,

whichi implies that ΩAS/A = 0. Thus, D = 0, which implies that there is the unique lifting v.
In the proof of Theorem 25.1, suppose we take T = N/ Imα. Then, pick f ∈ HomB(N,N/ Imα) the

canonical injection. Then, α∗(f) = f ◦ α : N ′ → N → N/ Imα = 0. Thus, f ∈ Imβ∗, i.e., f = g ◦ β :
N → N ′′ → N/ Imα for some g ∈ Hom(N ′′, N/ Imα). Thus, g(N) ⊂ N ′′ → N/ Imα is surjective. Hence, if
x ∈ kerβ \ Imα, then 0 = g ◦ β(x) = f(x) 6= 0, contradiction; therefore kerβ = Imα. The rest is obvious;
if D ∈ DerA(B, T ), then definitely it is k-Derivation since A ⊃ k as a k-algebra, and for D ∈ Derk(B, T ),
D◦g = 0 in Derk(A, T ), then D is A-derivation by definition. And this exact sequence of Derivation modules
is nothing but taking Hom(−, T ) on the given sequence.

Next, in the proof of Theorem 25.1 when B is 0-smooth over A, then to see D′ ∈ Derk(B, T ) is derivation,
we need to check D′(bb′) = bD′b′ + b′D′b. To see this, we can rotate the diagram as below.

B ∗ T B

B

/T

1B
h

Then, by the argument of p.191, with the fact that B → B ∗ T by b 7→ (b, 0) is another lifting map, we can
conclude that D′ : B → T is k-derivation of B to T , and D = D′ ◦g by construction, and from Derk(B, T ) ∼=
HomB(ΩB/k, T ) there exists a corresponding map α′ ∈ HomB(ΩB/k, T ) such that D′ = α′ ◦ dB/k. Now, set
T = ΩA/k ⊗B and D as D(a) = dA/k(a)⊗ 1. Then,

α′ ◦ α(dA/k(a)⊗ b) = α′(bdB/k(g(a))) = bα′(dB/k(g(a))) = bD′(g(a)) = bD(a) = dA/k(a)⊗ b

Hence, α′ ◦ α = 1T , done.
If A→ B is surjective, then it gives surjective α in (1), thus ΩB/A = 0 by the exact sequence.
In the proof of Theorem 25.2, let D = f ◦ (dA/k ⊗ 1) for some f : ΩA/k ⊗A B → T . Then, if δ∗(D) = 0,

then f ◦ δ = 0, thus ker f ⊃ dA/k(m)⊗ 1, which implies D(m) = 0. Also, if B is 0-smooth over k, then

B = A/m B = A/m

k, A/m2

1B

/m
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gives the map s : B → A/m2 such that /m ◦ s = 1B , thus make the exact sequence 0 → m/m2 → A/m2 →
B → 0 split. Now, let D = 1 − sg. Then, A → A/m2 D−→ m/m2 is derivation; to see this, from gsg = g, we
knows that for any a ∈ A , sg(a) = a+ma for some ma ∈ m. Hence,

D(ab) = ab− ab−mab−mba = −mab−mba = bDa+ aDb.

Thus, D′ : A → A/m2 D−→ m/m2 ψ−→ T is also derivation in Derk(A, T ). Now we claim that δ∗(D′) = ψ. To
see this, notes that we may identify D′ = α ◦ dA/k where

α : ΩA/k
−⊗1−−−→ ΩA/k ⊗A B → T, dA/k : A→ ΩA/k.

Then, for any x ∈ m/m2

δ∗(D′)(x) = δ∗(α)(x) = α ◦ δ(x) = α ◦ (dA/kx) = D′(x)

= ψ(D(x)) = ψ(x− sg(x)) = ψ(x)

with the fact that sg(x) = 0 from the fact that g annihilates m/m2. Hence δ∗ is surjective. Now by letting
T = m/m2, there exists D′′ ∈ Derk(A,m/m2) such that δ∗(D′′) = 1m/m2 . Hence, D′′ induces A/m2 → m/m2

whose composition with δ is identity on m/m2, thus (5) splits.
In theorem 25.3, ”as is well-known in field theory” means primitive element theorem. Also, ΩL/K = 0 is

came from L is 0-unramified over K, whose necessary and sufficient condition is ΩL/K = 0.
In theorem 25.4, subtracting a times our original relation means subtract a times with Di = ci−1D

i−1 +
· · ·+ c0.

1.

[aD, bD′] = aD(bD′)− bD′(aD) = abDD′ + aD′(−)D(b)− baD′D − bD(−)D′(a)

= ab[D,D′] + aD(b)D′ − bD′(a)D.

2. If xy = 0, 0 = D(xy) = yDx+ xDy implies that y ∈ xA. Now, we claim y ∈
⋂
n x

nA = {0}. Suppose
that y ∈ xnA, and set y = xnz then 0 = D

(
xn+1z

)
= (n+ 1)xnz + xn+1Dz, and y ∈ xn+1A

3. This is from Leibniz rule. D(x1x2 · · ·xn) =
∑n
j=1D(xj)x1 · · ·xj−1xj+1 · · ·xn and since D(xj)x1 ∈ I,

this is inside of In.

4.

Claim 35. If 0 → A → B → C → 0 is split exact sequences of R-modules, then for any module M ,
0→ A⊗M → B ⊗M → C ⊗M → 0 is exact.

Proof. Since tensor is right exact, we only need to check A ⊗ M → B ⊗ M is injective. By split
exactness, for given f : A→ B there exists r : B → A such that rf = 1A by splitting lemma. Thus, if
a⊗m ∈ ker f ⊗ 1, then

0 = (r ⊗ 1)(0) = (r ⊗ 1) ◦ (f ⊗ 1)(a⊗ 1) = rf(a)⊗ 1 = a⊗ 1

implies that a⊗ 1 = 0, which shows the injectivity.

Now, from p. 191-192s notation, we have

0→ I → A⊗k A
u−→ A→ 0

as a split exact seqeunce, where u(a⊗ b) = ab. Thus,

0→ I ⊗k k′ → A⊗k A⊗k k′︸ ︷︷ ︸
A′⊗kA′

→ A⊗k k′︸ ︷︷ ︸
A′

→ 0
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is exact, where A⊗k A⊗k k′ = A⊗k (k′ ⊗k′ (A⊗k k′)) = A′ ⊗k′ A′. Thus,

ΩA′/k′ ∼= (I ⊗k k′) / (I ⊗k k′)
2

= (I/I2)⊗k k′ = ΩA/k ⊗k k′.

For AS , from the fact that AS is 0 -etale over A and Theorem 25.1, we have

0→ ΩA/k ⊗AS → ΩAS/k → ΩAS/A = 0→ 0.

5. Indeed, this is equivalent to Theorem 27.3(i).

26 Separability

In Theorem 26.2, k1/p = {x ∈ k : xp ∈ k}. Hence, it is an extension. Thus, (2) to (1) is just from definition
of separable extension.

In p.202, notes that for any K = k(B) with B are transcendence basis of K, x⊗ 1− 1⊗ x 6= 0 ∈ K ⊗kK
when x ∈ B but zero if x ∈ k. Hence, ΩK/k is k-vector space over K, thus we have such a derivation Di

stated in p.202.

1. (a) Let α ∈ K ∩K ′; then 1, α ∈ K are linearly dependent over K ′, hence also over k, so α ∈ k.

(b) Assume that α1, . . . , αn ∈ K are linearly independent over k′, and that
∑
αiξi = 0 with ξi ∈

k′ (K ′); we show that ξi = 0. Clearing denominators, we can assume that ξi ∈ k′ [K ′]. Choosing
a basis {ωj} of K ′ over k we can write ξi =

∑
cijωj with cij ∈ k′. Then since

∑
i,j cijαiωj = 0

we get
∑
i cijαi = 0 by property (a) of linearly disjointness between K and K ′, therefore cij = 0

for all i, j by linearly independentness of αi over k′.

2. If we show that K((T )) and Lp ((T p)) are linearly disjoint over Kp ((T p)), then Lp((T p)) is separable
over Kp((T p)) by Theorem 20.4, thus L((T )) is separable over K((T )) because of definition of sepa-
rability and freshman’s dream; (just take the separable minimal polynomial h over KP ((TP )), then
you can always find gp = h for some g over K((T )).) Then, the desired lemma can be derived by an
induction.

Assume that ω1(T ), . . . , ωr(T ) ∈ K((T )) are linearly independent over Kp ((T p)), and that
∑
ϕiωi = 0

with ϕi ∈ Lp ((T p)) ; we show that ϕi = 0 for all i. Clearing denominators, we can assume that
ωi ∈ K[[T ]] and ϕi ∈ Lp[[T p]]. Letting {ξλ} be a basis of L over K we can in a unique way write
ϕi =

∑
ξpλϕiλ (T p) with ϕiλ (T p) ∈ Kp[[T p]]. Here

∑
ξpλϕiλ is in general an infinite sum, but only a

finite number of terms appear in the sum for the coefficient of some monomial in the T ’s, so that the
sum is meaningful. Then

∑
λ ξ

p
λ (
∑
i ϕiλ (T p)ωi(T )) = 0, thus for any evaluation of T , the equation

gives 0, hence
∑
i ϕiλ (T p)ωi = 0 for all λ. Now since ωi are linearly independent over Kp ((T p)), so

ϕiλ = 0 for all i, λ.

27 Higher Derivation

In the proof of 27.3(i), Di(a − xiDia/i!) = Dia − Dia − xiD2ia/i! = 0. Also, In the proof of 27.3(ii),
K is separable over k with Theorem 26.4 (i) gives K and k1/p are linearly disjoint, thus x, ωi are linearly
independent over k1/p.

1. This is nothing but checking module structure.

2. Let characteristic to be 3. Then, think (D0, 2D1, D2) which is given from the iterative extension
(D0, D1, D2). Then, this is also iterative higher derivation; especially, you can check that 2D1 ◦ 2D1 =
4D1 ◦D1 = D1 ◦D1 = 2D2. Hence, it is not unique.
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28 I-smoothness

In Example 1, (i) is from Theorem 28.1, (ii) is directly came from setting B = A,A′ = Â in Theorem 28.2.
Example 2 is just special case of Example 1.

In the proof of Theorem 28.4 (1) to (2), getting λ and v′ with derivation was found in the proof of
Theorem 25.1. Again, in the proof for (2) to (1), viewing D as an element of Derk(A,N) is came from p.191
diagram. Lastly, indeed what we found about derivations are via the map C = B/Iv, thus Derk(A,N) can
be viewed as Hom(ΩA/k ⊗B/Iv, N).

In the proof of Lemma 2, p.218, Suppose u is the left inverse of v. Then, u is surjective from the direct
summand of L/IL, thus projectivity of M induces a map, say t, from M to the direct summand. Also, a
map from L to that direct summand via L/IL is also a surjective, thus M induces a map v which lifts t. By
result of such lifting we have commutative diagram in p.218.

To see w induces the identity, notes that u : L/IL→ L/ keru→M →M/IM , where the first and third
maps are canonical projection, and second one is induced by first isomorphism theorem, with the fact that
IL ⊂ keru. Hence, we have commuting diagram

M L

M/IM L/IL

j

u

i

v

u

with the fact that v is left inverse of u.
Now, w induces isomorphism on L/IL means that for any l ∈ L,

i(l) = vju(l) = ivu(l) = iw(l).

where first equality came from commuting diagram above, and the second equality is came from the com-
muting diagram in p. 218 over u(l) ∈M .

In proof of Theorem 28.7, A′ is finite module since k′ is finite extension. Also, the exact sequence

J/J2 f−→ ΩA[T1,··· ] ⊗ B → ΩB → 0 in p.220 (the bottom one) is came from Theorem 25.2, and the map f
send T pi − xi to pd(T p−1)− d(xi) = −d(xi), that’s why kernel is generated by dxis. Now, even if there is no
condition that B is 0-smooth on A[T1, · · · , Tr], we already knows that rank of the kernel is r, which implies
that the map f is injective, thus dxis are linearly independent.

In p.221, to verify the necessary and sufficient condition for u to have a lifting, suppose such g exist.
Then, v is lifting of u since C/N -part of v(x) = x = u(x). Conversely, if v is a lifting, thn we may set g(x)
be the N -part of v(x). Then, we may write v(y) = (y, g(y)), thus from v(xy) = v(x)v(y) by B-homomorphic
property of v,

0 = (x, g(x)) · (y, g(y))− (xy, g(xy)) = (0,−f(x, y) + xg(y) + yg(x)− g(xy)).

In the proof of Theorem 28.8 (ii), from f(x, y) := λ(xy)− λ(x)λ(y) and x · ξ = λ(x)ξ, we have

λ(x)λ(yz)− λ(x)λ(y)λ(z)− λ(xyz) + λ(xy)λ(z) + λ(xyz)− λ(x)λ(yz)− λ(xy)λ(z) + λ(x)λ(y)λ(z) = 0

Lastly, notes that g(x)g(y) = 0 in the last equation of the proof.

1. Let N be a B -module satisfying mvN = 0, and D : B −→ N a derivation over A; then D induces a
derivation D̄ : B0 = B/mB −→ N/mN . Since B0 is 0-unramified over k, D̄ = 0, so that D(B) ⊂ mN .
Now do the same thing for D : B −→ mN , D induces a derivation D̄ : B0 = B/mB −→ mN/m2N we
can conclude that D(B) ⊂ m2N . Repeat this v times so that D = 0. The statement about etale is
just putting together those for smooth and unramified.

2. Pick (a1/p ⊗ 1) − (1 ⊗ a1/p) ∈ k(a1/p) ⊗k k1/p. Then, ((a1/p ⊗ 1) − (1 ⊗ a1/p))p = a ⊗ 1 − 1 ⊗ a = 0.
Hence, k(a1/p)⊗k k1/p is non-reduced. Thus by Theorem 26.2 (2), k(a1/p) is inseparable over k.

To see next statement, since k is non-perfect field of positive characteristic, k is not finite, thus we may
assume a cannot be represented by the sum of 1s. Therefore, a is came from a transcendence extension

58



of Fp, thus we may have D ∈ Der(k, k) such that D(a) 6= 0. Since this can be extended to a derivation
of A = k[X](Xp−a), thus if a ∈ Ap, then a = fp for some f ∈ A, thus Dfp = 0, contradiction. Hence
a 6∈ Ap. If k′ were a coefficient field containing k then we would have to have a ∈ (k′)p ⊂ Ap.
Also, A is 0-smooth over k because k[X] is. Notes that

k[X] C/N

k C

u

from this diagram, any preimage of u(X) on C determines map k[X] → C, and such maps always
commute with other maps.

29 The structure theorem for complete local rings

In the proof of Theorem 29.1, A1 is DVR since tA′ is of height 1. In p.224, there is typo; since B′ is integral
over B, every maximal ideal of B′ contains tB (not tB′).

In the proof of Theorem 29.2, k is separable extension of k0 since k0 is the prime subfield, hence perfect.
In the proof of Theorem 29.8, let f(X) be the minimal polynomial of x1 over A0. By the textbook,

an ∈ m0. Thus, over K = A0/m0, f is reducible in K[X], hence Hensel lemma assure that there exist
g(X), h(X) ∈ A0[X] such that gh = f . However, since g(x1)h(x1) ∈ m, thus we may assume that g(x1) ∈ m,
thus the constant term of g(X) is in m0, then applying Hensel lemma again on g(X)−Xdeg g − c where c is
the constant term of g(X), we may also assume that the coefficient of X in g(X) is in m0. By applying this
argument repeatedly, we may assume that all coefficients of f is in m0.

1. By Theorem 29.7 complete p-ring is regular local ring, thus Theorem 29.8 implies that its Eisenstein
extension is also regular local ring. Dimension 2 is also clear from 0 ⊂ (p) ⊂ (p, x). Suppose that
C = R[[t]] with R a DVR; if we let u be a uniformising element of R then pR is a power of uR, so that
pC has the single prime divisor uC. However, in fact, in our case C/pC = (B/pB)[X]/(x(x + y)), so
that pC has the two prime divisors (p, x) and (p, x+ y).

2. When k is perfect, then Exercise 28.1 says that R is pR -etale over ZpZ (see Ex. 28.1).

30 Connections with derivations

In the proof of Theorem 30.1, D′ixj = δij is clear if we think their matrix forms as (Dixj) = (xi)
t(Di).

In Lemma 1 of p.233, I don’t know why
∑

p tpA = A since as an ideal it is not contained in any of
maximal ideal of A.

Honestly, I did not go over after Theorem 3.
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