Matrices and Systems of Equations

SECTION 4 EXERCISES
. Explain why each of the following algebraic rules

will not work in general when the real numbers a
and b are replaced by n x n matrices A and B.

() (a+b)? —a? +2ab + b?
) (@a+b)a—0b) =a? - b

. Will the rules in Exercise 1 work if @ is replaced by
an n % n matrix A and b is replaced by the n x n
identity matrix 17

. Find nonzero 2 x 2 matrices A and B such that
AB = 0.

Find nonzero matrices A, B, and C such that
AC=BC and A#B

. The matrix
1 -1
A= [1 ~1

has the property that A> = 0. Is it possible for a
nonzero symmetric 2 x 2 matrix to have this prop-
erty? Prove your answer.

Prove the associative law of multiplication for 2 x 2
matrices; that is, let

ap  an by  bn ]
A= , B= s
[ dy1 a2 ] by bx
e [Cu oy ]
€y €2
and show that

(AB)C = A(BC)
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Compute A? and A® " What will A" turn out to be?
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Compute A? and A®. What will A? and A" turn
out to be?
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Show that A" = O forn = 4.

Let A and B be symmetric 7 X 1 matrices. For
each of the following, determine whether the given
matrix must be symmetric or could be nonsymmet-
ric:

(ay C=A+B
(¢) E=AB (d) F=ABA
(B)G:AB+BA (f)H:AB—BA
Let C be a nonsymmetric #2 X 1 matrix. For each of
the following, determine whether the given matrix
must be symmetric or could be nonsymmetric:

(@) A=C+CT () B=C-C"

(¢ D=C"C @ E=CTCc-cC’
€ F=(I+0O{UI+Ch)

® G=U+0OIT-CN

Let
a a
X [ 11 12]
dzr 422

Show that if d = aj1a2 — andn 0, then

M) D= A?

_If e _ﬂu]
d | —au an

Use the result from Exercise 12 to find the inverse
of each of the following matrices:

@ (3 N ow 3 Y © s &

Let A and B be n x n matrices. Show that if

A—l

AB=A and B#I

then A must be singular.

Let A be a nonsingular matrix. Show that Alis
also nonsingular and (A™")7" = A.

Prove that if A is nonsingular, then AT is nonsin-
gular and
(A7) = (a7

[Hint: (AB)T = BTAT.]

Let A be ann x n matrix and let x and y be vectors
in B". Show that if Ax = Ay and X # ¥, then the
matrix A must be singular.
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Let A be a nonsingular n x n matrix. Use math-
ematical induction to prove that A™ is nonsingular
and

(Am)—'l — (A—l)m
form=1,2,3,....
Let A be an # x n matrix. Show that if A> = O,
then [ — A is nonsingular and (/ — A)~! = 1 + A.
Let A be an n x n matrix. Show that if A**! = 0,
then I — A is nonsingular and

I—A ' ' =T+A+A+.. .+ A

Given

R— [COSG

—sing -
sinf

cosf
show that R is nonsingular and R~! = RT.

An n x n matrix A is said to be an involution if
A? = [. Show that if G is any matrix of the form

G = cos @ sin @
| sin@ —cos#

then G is an involution.

Let u be a unit vector in R” (i.e., u”u = 1) and let
H = I —2uu?, Show that H is an involution.

A matrix A is said to be idempotent if A> = A.
Show that each of the following matrices are idem-
potent:

3 3

@ (1 o ON B

3 3
11
4 4 4
[+
L1 1
2 2 2

Let A be an idempotent matrix.

(a) Show that I — A is also idempotent.

(b) Show that I + A is nonsingular and
I+A)"'=1-1A

Let D be an n x n diagonal matrix whose diagonal

entries are either 0 or 1. :

(a) Show that D is idempotent.

(b) Show that if X is a nonsingular matrix and
A = XDX™!, then A is idempotent.

Let A be an involution matrix, and let

1 1

Show that B and C are both idempotent and BC =
0.

28. Let A be an m x n matrix. Show that ATA and AAT
are both symmetric.

29. Let A and B be symmetric 7 x n matrices. Prove
that AB = BA if and only if AB is also symmetric.

30. Let A be an n x n matrix and let

B=A+4+AT and C=A-AT

(a) Show that B is symmetric and C is skew sym-
metric.

(b) Show that every n x n matrix can be repre-
sented as a sum of a symmetric matrix and a
skew-symmetric matrix.

31. In Application 1, how many married women and
how many single women will there be after 3 years?

32. Consider the matrix

01 011
1 01 10
A=10 1 0 0 1
11001
1 01 10

(a) Draw a graph that has A as its adjacency ma-
trix. Be sure to label the vertices of the graph.

(b) By inspecting the graph, determine the number
of walks of length 2 from V; to V; and from V;
to Vs.

(¢) Compute the second row of A%, and use it to
determine the number of walks of length 3
from V5 to V3 and from V; to Vs.

33. Consider the graph

V2 V3
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(a) Determine the adjacency matrix A of the
graph.

(b) Compute A%, What do the entries in the first
row of A? tell you about walks of length 2 that
start from V7

(¢) Compute A®>. How many walks of length 3
are there from V; to V,? How many walks of
length less than or equal to 3 are there from V;
to Vy?
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For each of the conditional statements that follow, an- matrices A and B must be equal.
swer true if the statement is always true and answer 35, If A and B are singular n x n matrices, then A + B
false otherwise. In the case of a true statement, explain is also singular.

or prove your answer. In the case of a false statement,
give an example to show that the statement is not always

true.

36. If A and B are nonsingular matrices, then (AB)T is
nonsingular and

34. If Ax = Bx for some nonzero vector X, then the (ARt = A OB Y

—
Elementary Matrices

In this section, we view the process of solving a lincar system in terms of matrix
multiplications rather than row operations. Given a linear system Ax = b, we can
multiply both sides by a sequence of special matrices to obtain an equivalent system
in row echelon form. The special matrices we will use are called elementary matrices.
We will use them to see how to compute the inverse of a nonsingular matrix and also
to obtain an important matrix factorization. We begin by considering the effects of
multiplying both sides of a linear system by a nonsingular matrix.

Equivalent Systems

Given an m x n linear system Ax = b, we can obtain an equivalent system by multi-
plying both sides of the equation by a nonsingular m X m matrix M:

Ax=Db 6))
MAx = Mb )

Clearly, any solution of (1) will also be a solution of (2). On the other hand,"'if Xisa
solution of (2), then
M~ (MAX) = M~ (Mb)
Ax=Db

and it follows that the two systems are equivalent.

To transform the system Ax = b to a simpler form that is easier to solve, we can
apply a sequence of nonsingular matrices Eq, ..., Ex 10 both sides of the equation.
The new system will then be of the form

Ux=c¢c

where U = Ei-++EjAande = E--- E,E:b. The transformed system will be equiv-
alent to the original, provided that M = Ei--- E, is nonsingular. However, M is
nonsingular, since it is a product of nonsingular matrices.

We will show next that any of the three elementary row operations can be accom-
plished by multiplying A on the left by a nonsingular matrix.

Elementary Matrices

If we start with the identity matrix / and then perform exactly one elementary row
operation, the resulting matrix is called an elementary matrix. '

There are three types of elementary matrices corresponding to the three types of
elementary row operations. '




