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In this paper, we present a fast, efficient and accurate algorithm for rapid design of sub-

critical inviscid airfoils. The compressible potential flow equations in the hodograph plane

are cast into a nonlinear integral equation which is solved using an iterative method in this

approach. Some numerical results are presented.

1. Introduction.

We consider the problem of inverse design of airfoils in subcritical compressible flows.

This problem has a long history, especially, on the numerical approaches to solving this

problem ([3]-[6]). With the advent of high speed computers, considerable effort has been

directed towards efficient design of airfoils because it has the potential of significantly

reducing the cost of aircraft design. Moreover, similar approaches may be the applicable

to the efficient design of ship hulls, turbine and compressor blades, to name just a few.

In this paper, we describe a nonlinear integral equation approach to efficient inverse

design of airfoils. Numerical results are presented.

2. Formulation.

Let us consider the subcritical compressible fluid flow past an airfoil. The design

problem is to find the unknown profile Lz of the airfoil from the following data:

q = q(s), s ∈ [0, 1] and θ(|z| = ∞) = θ∞. (1)

Here arclength s, speed q, and the coordinate z = x+ iy are dimensionless variables. Here

and below, dimensionless variables are normalized appropriately by the sonic velocity and

the arclength of the airfoil.

We introduce the stream function ψ and potential function φ through

ρ
⇀
q= ∇× (cψ

⇀

k ),
⇀
q= ∇φ, (2)
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where c is a suitably chosen constant (see [4]). Without any loss of generality, φ and ψ are

taken to be zero at the stagnation point x = y = 0 on the airfoil and ψ is taken to be zero

on the airfoil. Since the airfoil is a streamline, it follows from (2) that on the airfoil

ψ = 0, φ =

∫

q(s)ds. (3)

Equation (3), in essence, defines the image of the airfoil in the potential plane. The eqn.

(3) maps the data q(s) onto a slit, Lω, and also provides the data q(φ) on the slit. The

gap in the slit is the circulation Γ.

Since the slit (the image of the unknown airfoil) and the boundary data q(φ) are

known in the potential plane, it is appropriate to consider the flow equations in this plane.

If we introduce the new variables

ω = φ+ iψ, τ = −ν + iθ, (4)

where θ is the flow direction and ν =
∫ q

1
βdq
q with β = 1−M2, then the governing equations

in this plane can be written as

τω = µτω, (5)

where µ = 1−K
1+K

, K = K(ν) and τω and τω are the generalized derivatives (see [4]).

In order to avoid dealing with the infinite domain in the ω-plane, we define a conformal

mapping σ = σ(ω) so that ω-plane maps onto the interior of the unit circle Ω = {σ : |σ| <

1} with slit Lω → ∂Ω. The governing equation in the circle plane is then

τσ = χτσ, (6)

with χ = µ(ωσ)
ωσ

. An overbar denotes complex conjugate. We note that χ is complex and

its magnitude is bounded between 0 and 1. The boundary data (1) maps into

Real (τ(σ = eiα)) = −ν(α), α ∈ [0, 2π], (7)

Imag (τ(σ = 0)) = θ∞. (8)

The solution of (6) subject to the above boundary data provides τ(σ). The profile Lz of

the airfoil, which is the image of the unit circle σ = eiα , is then obtained from

z(α) =

∫ α

0

eiθ

q

dφ

dα
dα. (9)
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3. Representation of the Solution.

Using the Cauchy-Green formula [1]

τ(σ) =
1

2π

∫

∂Ω

τ(ζ)

ζ − σ
dζ −

1

π

∫ ∫

Ω

τζ̄
ζ − σ

dξdη, (10)

the solution of equation (6) is written as

τ(σ) = T1h(σ) + g(σ), (11)

where

h(σ) = χ(σ)τσ, (12)

and the operator T1h(σ) in (11) is defined through

Tmh(σ) = −
1

π

∫ ∫

Ω

h(ζ)

(ζ − σ)m
dξdη, ζ = ξ + iη, (13)

wherem=1 or 2. The operator T2h(σ) is defined in the unit disk as a Cauchy principal value

and the function h(σ) is assumed Hölder continuous which is sufficient for our purposes

here.

It should be noted that h(σ) in (1.2) depends on τ even though such dependency is

explicitly suppressed from this notation. The function h(σ) depends on the generalized

derivative τσ(σ) given by

τσ(σ) = T2h(σ) + gσ(σ), (14)

which follows from (11) (see [4]). Therefore, solving equation (6) using the representa-

tion (11) requires evaluation of both, T1h(σ) and T2h(σ). A very efficient technique for

evaluation of these operators is discussed in the following section (see [5],[6]).

4. Efficient Evaluation of the Singular Integrals Tmh(σ)

The present algorithm takes into account the convolution nature of these integrals

and some of the properties of such convolution integrals in the Fourier space (see [5],[6] for

details). This process leads to a recursive algorithm in the Fourier space that divides the

entire domain into a collection of annular regions and expands the integral in Fourier series
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with radius dependent Fourier coefficients. Some exact recursive relations are obtained

which are then used to produce the Fourier coefficients of these integrals. These recursive

relations involve appropriate scaling of one-dimensional integrals in annular regions, which

significantly improves the computational complexity. The desired integrals at all grid

points are then easily obtained from the Fourier coefficients by the FFT (fast Fourier

transform). The process of evaluation of these integrals has thus been optimized in this

paper giving a net operation count of the order O(lnN) per point. For N = 128, this

means a reduction of over two thousand times. It is worth emphasizing that computing

both integrals, T1h(σ) and T2h(σ), costs little more than computing just T1h(σ). Moreover,

this algorithm has the added advantage of working in place, meaning that no additional

memory storage is required beyond that of the initial data.

This algorithm is based on the following theorem ([5],[6]).

4.1 Theorem. If h(σ) is Hölder continuous in the unit disk with exponent γ, 0 <

γ < 1, h(reiα) =
∞
∑

n=−∞

hn(r)einα and m = 1 or 2, then the nth Fourier series coefficient

Sn,m(r) of Tmh(re
iα) can be written as

Sn,m(r) =







Cn,m(r) + Bn,m(r), r 6= 0,
0, r = 0 and n 6= 0,
S0,m(0), r = 0 and n = 0,

(15)

where

Cn,m(r) =























2(−1)m+1

rm−1

(

−n−1
m−1

)

r
∫

0

(

r
ρ

)m+n−1

hm+n(ρ)dρ, n ≤ −m,

0, −m < n < 0,

− 2
rm−1

(

m+n−1
m−1

)

1
∫

r

(

r
ρ

)m+n−1

hm+n(ρ)dρ, n ≥ 0,

(16)

and Bn,m(r) and S0,m(0) are defined as follows.

S0,m(0) = −2 lim
ε→0

1
∫

ε

ρ1−mhm(ρ)dρ, (17)

and

Bn,m(r) =

{

0, m = 1,
hn+2(r), m = 2.

(18)
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Use of this theorem in constructing a fast algorithm to evaluate the integral Tmh(σ)

requires following recursive relations which follow from this theorem (see [5,6]).

4.2. Recursive Relations

Corollary 4.1. It follows from (2.2) that Cn,m(1) = 0 for n ≥ 0, and Cn,m(0) =

0 for n ≤ −m. We repeat from (2.2) that Cn,m(r) = 0 for −m < n < 0 for all values

of r in the domain.

Corollary 4.2. If rj > ri and

Ci,j
n,m =



















2(−1)m+1

rm−1

j

(

−n−1
m−1

)

rj
∫

ri

(

rj

ρ

)m+n−1

hm+n(ρ)dρ, n ≤ −m,

2
rm−1

i

(

m+n−1
m−1

)

rj
∫

ri

(

ri

ρ

)m+n−1

hm+n(ρ)dρ, n ≥ 0,

(19)

then

Cn,m(rj) =

(

rj
ri

)n

Cn,m(ri) + Ci,j
n,m, n ≤ −m, (20)

Cn,m(ri) =

(

ri
rj

)n

Cn,m(rj) − Ci,j
n,m, n ≥ 0. (21)

Corollary 4.3. Let 0 = r1 < r2 < · · · < rM = 1, then

Cn,m(rl) =















l
∑

i=2

(

rl

ri

)n

Ci−1,i
n,m for n ≤ −m and l = 2, . . . ,M ,

−
M−1
∑

i=l

(

rl

ri

)n

Ci,i+1
n,m for n ≥ 0 and l = 1, . . . ,M − 1.

(22)

4.3. Formal Description of the Fast Algorithm

Recall that the unit disk B(0; 1) is discretized using N ×M lattice points with N

equidistant points in the circular direction and M equidistant points in the radial direction.

The following is a formal description of the fast algorithm useful for programming purposes.

The Algorithm I:

INPUT: m ≥ 1, M , N and h(rle
2πik/N), l ∈ [1,M ], k ∈ [1, N ].

OUTPUT: Tmh(rle
2πik/N ), l ∈ [1,M ], k ∈ [1, N ].

Step 1
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Set K = N/8, r1 = 0, and rM = 1.

Step 2

Compute the Fourier coefficients hn(rl), ∀ l ∈ [1,M ] & n ∈ [−K +m,K] from known

values of h(rle
2πik/N), k = 1, 2, . . . , N using the FFT.

Step 3

Compute Ci,i+1
n,m , ∀ i ∈ [1,M − 1] & n ∈ {[−K,−m]∪ [0, K−m]} using equation (19).

Step 4

Note: [Compute Cn,m(rl), ∀ l ∈ [1,M ] & n ∈ [−K,K − m] using corollaries 4.1

through 4.3]

set Cn,m(r1) = 0 ∀ n ∈ [−K,−m]

do n = −K, . . . ,−m

do l = 2, . . . ,M

Cn,m(rl) =

(

rl
rl−1

)n

Cn,m(rl−1) + Cl−1,l
n,m

enddo

enddo

set Cn,m(rM ) = 0 ∀ n ∈ [0, K −m]

do n = 0, 1, . . . , K −m

do l = M − 1, . . . , 1

Cn,m(rl) =

(

rl
rl+1

)n

Cn,m(rl+1) − Cl,l+1
n,m

enddo

enddo

If m > 1, then

do n = −m+ 1, . . . ,−1

do l = 1, . . . ,M

Cn,m(rl) = 0.

enddo

enddo
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end if

Step 5

Note: [Compute Bn,m(rl), ∀ l ∈ [2,M ] & n ∈ [−K,K −m] using equations (18).]

If m = 1, then

set Bn,m(rl) = 0 ∀ l ∈ [2,M ] & n ∈ [−K,K −m].

else

do n = −K, . . . ,K −m

do l = 2, . . . ,M

Bn,m(rl) = hn+2(rl).

enddo

enddo

end if

Step 6

NOTE: [Compute the Fourier coefficients Sn,m(rl), ∀ l ∈ [2,M ] & n ∈ [−K,K −m]

using equation (15).]

do n = −K, . . . ,K −m

do l = 2, . . . ,M

Sn,m(rl) = Bn,m(rl) + Cn,m(rl).

enddo

enddo

Compute Sn,m(0), n ∈ [−K,K −m] from (15) and (17). (2.5) for the Case 2.

Step 7

Compute Tmh(rle
2πik/N) =

K−m
∑

n=−K

Sn,m(rl)e
2πikn/N , ∀ l ∈ [1,M ] & k ∈ [1, N ].

4.4. The Algorithmic Complexity

The asymptotic time complexity is O(MN lnN) and the asymptotic storage require-

ment is O(MN) (see [5],[6]). The algorithm is also inherently parallelizable and thus these

estimates can be improved upon if the algorithm is implemented on a parallel machine

which is a topic of further research.
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5. Numerical Method

An iterative method for solving (6)-(8) using representation (11) and the fast algorithm

for evaluation of the singular integrals has been implemented for the design of airfoil.

An initial guess of the flow field starts the iteration procedure. This is easily obtained

numerically using FFT by ignoring the initial contribution due to T1h(σ) to the solution

of (6). The solution is usually considered to have converged if L∞ norm of the difference

in values of a computed flow variable (such as speed) between two successive iterations

were less than 10−5. The number of iterations required in most cases were less than six.

The converged computed flow variables were the used to compute the airfoil.

Our fast algorithm is inherently parallelizable. In order to assess the efficiency of our

parallel algorithm, we also implemented the algorithm on a Ncube parallel machine with

4 and 8 nodes. some results are discussed below.

6. Results

In this section we present some results using this fast algorithm. The computations

were done on serial as well as parallel (Ncube) machine using eight-digit arithmetics (single

precision). The Euler pressure distribution is used to generate the airfoil and compute the

free stream flow variables. The closure and overposed issues are handled very effectively.

The figure 1 shows the Euler pressure distribution on a 12Kutta-Joukowski airfoil at

M = 0.6 and zero angle of attack. The 12are shown in figures 2 and 3 respectively. The

agreement is remarkable and the computational time is of the order of a second in most

cases. We have found that the numerical method is remarkably fast and the use of the

fast algorithm mentioned here reduces the complexity by almost two thousand times on a

single processor computer.

There is further computational savings on the multiprocessor parallel machines. Fur-

ther speed up is possible on a multiprocessor parallel machine. Figure 4 shows the further

speedup that we obtain on a parallel machine with 32 grid. In practice, we need less

number of grid points (32 × 32) for the design of airfoil. We see in this figure that we

obtain a speed of approximately 2.65 on a 4 node Ncube machine (dimension 2) and ap-

proximately 3.14 on a 8 node Ncube machine (dimension 4). Further speed up is difficult

die to significant communication time that is necessary between different processors.
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Further work is in progress and more results will be presented at the conference.
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