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1. Introduction

A virtual endomorphism of a group G is a homomorphism from a sub-
group of finite index H ≤ G into G. Similarly a virtual automorphism
(an almost automorphism) is an isomorphism between subgroups of finite
index.

Virtual automorphisms (commensurations) appear naturaly in theory
of lattices of Lie groups (see [Mar91]). Virtual endomorphism of more
general sort appear in theory of groups acting on rooted trees. Namely, if
an automorphism g of a rooted tree T fixes a vertex v, then it induces an
automorphism g|v of the rooted subtree Tv, “growing” from the vertex
v. If the rooted tree T is regular, then the subtree Tv is isomorphic to
the whole tree T , and g|v is identified with an automorphism of the tree
T , when we identify T with Tv. It is easy to see that the described map
φv : g 7→ g|v is a virtual endomorphism of the automorphism group of
the tree T (the domain of this virtual endomorphism is the stabilizer of
the vertex v).

The described virtual endomorphisms are the main investigation tools
of the groups defined by their action on regular rooted trees. Histori-
cally the first example of such a group was the Grigorchuk group [Gri80].
Later many other interesting examples where constructed and investi-
gated [GS83a, GS83b, BSV99, SW02]. One of the common feachures of
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these groups is that they are preserved under the virtual endomorphism
φv, i.e., that the restriction g|v of any element of the group also belongs
to the group. Another important property is that the virtual endomor-
phism φv contracts the length of the elements of the groups. (Here length
of an element of a finitely generated group is the length of the represen-
tation of the element as a product of the generators and their inverses.)
The groups with the first property are called self-similar, or state-closed.
The groups with the second property are called contracting. The con-
traction property helps to argue by induction on the length of the group
elements.

The notion of a self-similar group is very similar to the classical no-
tion of a self-similar set, so that in some cases self-similar groups are
called fractal groups. See the survey [BGN02], where the analogy and
the connections between the notions of self-similar set and self-similar
group are studied.

Recentely, the connections became more clear, after the notions of
a limit space of a contracting group and the notion of an iterated mon-
odromy group were defined [Nekc, Nekb, BGN02]. The limit space is
a topological space JG together with a continuous map s : JG → JG,
which is naturally associated to the contracting self-similar group. The
limit space has often a fractal appearence and the map s is an expanding
map on it, which defines a self-similarity structure of the space.

On the other hand, the iterated monodromy groups are groups nat-
urally associated to (branched) self-coverings s : X → X of a topological
space. They are always self-similar, and they are contracting if the map
s is expanding. In the latter case, the limit space of the iterated mon-
odromy group is homeomorphic to the Julia set of the map s, with the
map s on the limit space conjugated with the restriction of s onto the
Julia set.

In the present paper we try to collect the basic facts about the vir-
tual endomorphisms of groups. Since the most properties of self-similar
groups are related with the dynamics of the associated virtual endomor-
phism, the main attention is paid to the dynamics of iterations of one
virtual endomorphisms.

For a study of iterations of virtual endormorphisms of index 2 and vir-
tual endomorphisms of abelian groups, see also the paper [NS01]. Many
results of [NS01] are generalized here.

The structure of the paper is the following. Section “Virtual endo-
morphisms” introduces the basic definitions and the main examples of
virtual endomorphisms. This is the only section, where semigroups of
virtual endomorphisms and groups of virtual automorphisms (commen-
surators) are discussed.
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In the next section “Iterations of one virtual endomorphism” we de-
fine the main notions related to the dynamics of virtual endomorphisms.
This is the coset tree and different versions of the notion of invariant
subgroup.

Section “Bimodule associated to a virtual endomorphism” is devoted
to ring-theoretic aspects of virtual endomorphisms of groups. Every vir-
tual endomorphism of a group defines a bimodule over the group al-
gebra. Many notions related to virtual endomorphisms of groups have
their analogs for bimodules over algebras. For instance, in Subsection
“Φ-invariant ideals” we study the analogs of the notion of a subgroup
invariant under a virtual endomorphism. The rôle of composition of vir-
tual endomorphisms is played by tensor products of bimodules, which
are studied in Subsection “Tensor powers of the bimodule”. The last
subsection introduces, using the language of bimodules, the standard ac-
tions of a group on a regular tree, defined by a virtual endomorphism.
In this way we show that the action of a self-similar group is defined,
up to conjugacy, only by the associated virtual endomorphism. More on
bimodules, associated to virtual endomorphism is written in [Neka].

The last section is devoted to the the notion of a contracting virtual
endomorphism. We give different definitions of the contraction property,
define the contraction coefficient (or the spectral radius) of a virtual
endomorphism, and prove the basic properties of groups, posessing a
contracting virtual endomorphism. For example, we prove that such
groups have an algorithm, solving the word problem in a polynomial
time. This was observed for the first time by R. Grigorchuk for a smaller
class of groups (see, for example [Gri80, Gri83]), but we show in this
paper, that his algorithm works in the general case.

We use the standard terminology and notions from the theory of
groups acting on rooted trees. The reader can find it in [GNS00, BGN02,
Gri00, Sid98]. We use left actions here, so that the image of a point x
under the action of a group element g is denoted g(x). Respectively, in
the product g1g2, the element g2 acts first.

2. Virtual endomorphisms

2.1. Definitions and main properties

Definition 2.1. Let G1 and G2 be groups. A virtual homomorphism
φ : G1 99K G2 is a homomorphism of groups φ : Domφ → G2, where
Dom φ ≤ G1 is a subgroup of finite index, called the domain of the
virtual homomorphism. A virtual endomorphism of a groupG is a virtual
homomorphism φ : G 99K G.
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The index [G1 : Domφ] is called the index of the virtual endomor-
phism φ : G1 99K G2 and is denoted indφ.

By Ranφ we denote the image of Domφ under φ.

We say that a virtual endomorphism φ is defined on an element g ∈ G
if g ∈ Dom φ.

If H ≤ G is a subgroup of finite index, then the identical virtual
homomorphism idH : G 99K G with the domain H is naturally defined.

A composition of two virtual homomorphisms φ1 : G1 99K G2,
φ2 : G2 99K G3 is defined on an element g ∈ G1 if and only if φ1 is
defined on g and φ2 is defined on φ1(g). Thus, the domain of the com-
position φ2 ◦ φ1 is the subgroup

Dom (φ2 ◦ φ1) = {g ∈ Dom φ1 : φ1(g) ∈ Dom φ2} ≤ G1.

Proposition 2.1. Let φ1 : G1 99K G2 and φ2 : G2 99K G3 be two virtual
homomorphisms. Then

[Domφ1 : Dom (φ2 ◦ φ1)] ≤ [G2 : Domφ2] = indφ2.

If φ1 is onto, then

[Domφ1 : Dom (φ2 ◦ φ1)] = [G2 : Domφ2] .

Proof. We have [Ranφ1 : Domφ2 ∩ Ran φ1] ≤ indφ2 and we have here
equality in the case when φ1 is onto. Let T = {φ1(h1), φ1(h2), . . . φ1(hd)}
be a left coset transversal for Domφ2∩Ranφ1 in Ranφ1. Then for every
g ∈ Dom φ1 there exists a unique φ1(hi) ∈ T such that φ1(hj)

−1φ1(g) =
φ1(h

−1
i g) ∈ Dom φ2. This is equivalent to h−1

i g ∈ Dom (φ2 ◦ φ1) and
the set {h1, h2, . . . , hd} is a left coset transversal of Dom (φ2 ◦ φ1) in G1.
Thus,

[G2 : Domφ2] = [Ranφ1 : Domφ2 ∩ Ranφ1] .

Corollary 2.2. A composition of two virtual homomorphisms is again
a virtual homomorphism.

Consequently, the set of all virtual endomorphisms of a group G is a
semigroup under composition. This semigroup is called the semigroup of
virtual endomorphisms of the group G and is denoted V E(G).

Corollary 2.2 also implies that the class of groups as a class of objects
together with the class of virtual homomorphisms as a class of morphisms
form a category, which will be called the category of virtual homomor-
phisms.
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Commensurability

Let φ : G1 99K G2 be a virtual homomorphism. If H ≤ G2 is a subgroup,
then by φ−1(H) we denote the set of such elements g ∈ Dom φ that
φ(g) ∈ H.

If H is a subgroup of finite index then φ−1(H) = Dom (idH ◦ φ), thus
φ−1(H) is a subgroup of finite index in G1.

Lemma 2.3. For every virtual homomorphism φ : G1 99K G2 and for
every subgroup of finite index H ≤ G2 the equality

idH ◦ φ = φ ◦ idφ−1(H)

holds.

Proof. An element g ∈ G1 belongs to the domain of idH ◦φ if and only if
φ(g) ∈ H, i.e., if and only if g ∈ φ−1(H). This implies that the domains
of the virtual endomorphisms idH ◦φ and φ◦ idφ−1(H) coincide. They are
equal on its domains to the virtual homomorphism φ, so they are equal
each to the other.

Definition 2.2. Let φ : G1 99K G2 be a virtual homomorphism and
let H ≤ G1 be a subgroup of finite index. Then the restriction of φ
onto H is the virtual homomorphism φ|H : G1 99K G2 with the domain
Dom φ ∩ H such that φ|H(g) = φ(g) for all g ∈ Dom φ ∩ H. In other
words, φ|H = φ ◦ idH .

Two virtual homomorphisms φ1 : G1 99K G2 and φ2 : G1 99K G2 are
said to be commensurable (written φ1 ≈ φ2) if there exists a subgroup
of finite index H ≤ G1 such that φ1|H = φ2|H .

For example, any two identical virtual endomorphisms idH1
and idH2

are commensurable.

Proposition 2.4. The relation of commensurability is a congruence on
the category of virtual homomorphisms. In particular, it is a congruence
on the semigroup V E(G).

Proof. Let φ1, φ2, ψ1, ψ2 be virtual homomorphisms such that φi ≈ ψi
for i = 1, 2. Then there exist subgroups of finite index Hi such that
φi ◦ idHi

= ψi ◦ idHi
. Lemma (2.3) implies:

φ1 ◦ idH1
◦ φ2 ◦ idH2

= φ1 ◦ φ2 ◦ idφ−1
2 (H1) ◦ idH2

= φ1 ◦ φ2 ◦ idφ−1
2 (H1)∩H2

,

and

ψ1 ◦ idH1
◦ ψ2 ◦ idH2

= ψ1 ◦ ψ2 ◦ idψ−1
2 (H1)∩H2

.
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Thus,

φ1 ◦ φ2 ◦ idφ−1
2 (H1)∩H2

= ψ1 ◦ ψ2 ◦ idψ−1
2 (H1)∩H2

.

Multiplying the last equality from the right by idH , whereH = φ−1
2 (H1)∩

ψ−1
2 (H1)∩H2, we get φ1◦φ2◦idH = ψ1◦ψ2◦idH , thus φ1◦φ2 ≈ ψ1◦ψ2.

We will denote by Commen the category with groups as objects
and commensurability classes of virtual homomorphisms as morphisms.
Proposition 2.4 shows that this category is well defined.

Definition 2.3. The quotient of the semigroup V E(G) by the congru-
ence “≈” is called the restricted semigroup of virtual endomorphisms and
is denoted RV E(G).

The semigroup RV E(G) is the endomorphism semigroup of the ob-
ject G in the category Commen.

Example. It is easy to see that every virtual endomorphism of Zn can
be extended uniquely to a linear map Q ⊗ φ : Qn → Qn and that two
extensions Q ⊗ φ1 and Q ⊗ φ2 are equal if and only if the virtual endo-
morphisms are commensurable. Consequently, the semigroup RV E(Zn)
is isomorphic to the multiplicative semigroup End(Qn) of rational n×n-
matrices.

Let us describe the isomorphisms in the category Commen.

Definition 2.4. A virtual homomorphism φ : G1 99K G2 is called com-
mensuration if it is injective and Ranφ is a subgroup of finite index in
G2.

Two groups are said to be commensurable if there exists a commen-
suration between them.

Thus, two groups are commensurable if and only if they have isomor-
phic subgroups of finite index. The identical virtual endomorphisms idH
are examples of commensurations.

If a virtual homomorphism φ is a commensuration, then it has an
inverse φ−1 : G2 99K G1, such that φ◦φ−1 = idRan φ and φ−1◦φ = idDom φ.

It is easy to see that two groups are isomorphic in the category
Commen if and only if they are commensurable. The respective iso-
morphism will be the commensuration.

Definition 2.5. Abstract commensurator of a group G is the group of
commensurability classes of commensurations of the group G with itself.
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We denote the abstract commensurator of a group G by Comm(G).
From the definitions follows that it is the automorphism group of the
object G in the category Commen.

Proposition 2.5. The abstract commensurator Comm(G) is a group
and is isomorphic to the group of invertible elements of the semigroup
RV E(G).

If the groups G1 and G2 are commensurable, then the semigroups
RV E(G1) and RV E(G2) and the groups Comm(G1) and Comm(G2)
are isomorphic.

Remarks. If H is a subgroup of a group G, then its commensurator
is the group of those elements g ∈ G for which the subgroups H and
g−1Hg are commensurable. Two subgroups H1, H2 are said to be com-
mensurable if the intersection H1 ∩H2 has finite index both in H1 and
in H2.

For applications of the notions of commensurators of subgroups and
abstract commensurators of groups in the theory of lattices of Lie groups
see the works [Mar91, AB94, BdlH97].

Examples. 1) It is easy to see that the abstract commensurator of the
group Zn is GL(n,Q), i.e., the automorphism group of the additive group
Qn.

2) An example very different from the previous is the Grigorchuk
group. It is proved by C. Roever [Röv02] that the abstract commen-
surator of the Grigorchuk group is finitely presented and simple. It is
generated by its subgroup isomorphic to the Grigorchuk group and a
subgroup, isomorphic to the Higmann-Thompson group.

More on commensurators see the paper [MNS00].

Conjugacy

Definition 2.6. Two virtual homomorphisms φ,ψ : G1 99K G2 are said
to be conjugate if there exist g ∈ G1 and h ∈ G2 such that Domφ =
g−1 · Domψ · g and ψ(x) = h−1φ(g−1xg)h for every x ∈ Domψ.

If the virtual homomorphism φ is onto, then every its conjugate is
also onto and is of the form ψ(x) = h−1φ(g−1xg)h = φ(f−1xf), where
f = gh′ for h′ ∈ φ−1(h).
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2.2. Examples of virtual endomorphisms

Self-coverings

Let M be an arcwise connected and locally arcwise connected topolog-
ical space, and suppose M0 is its arcwise connected open subset. Let
F : M0 → M be a d-fold covering map.

Take an arbitrary basepoint t ∈ M. Let t′ ∈ M0 be one of its
preimages under F and let ℓ be a path, starting at t and ending at t′.

For every loop γ in M, based at t (i.e., for every element γ of the
fundamental group π(M, t)) there exists a unique path γ′, starting at
t′ and such that F (γ′) = γ. The set G1 of the elements γ ∈ π(M, t)
for which γ′ is again a loop is a subgroup of index d in π(M, t) and is
isomorphic to π(M0, t

′).

The virtual endomorphism, defined by the map F is the virtual en-
domorphism of the group π(M, t) with the domain G1 which is defined
as

φ(γ) = ℓγ′ℓ−1.

Proposition 2.6. Up to a conjugacy, the virtual endomorphism φ of the
group π(M) defined by F does not depend on the choice of t, t′ and ℓ.

Proof. Let us take some basepoint r (possibly r = t), some its preimage
r′ under F and some path ℓ′ in M, connecting r with r′. Let σ be a path
from r to t in M, realizing an isomorphism γ 7→ σ−1γσ of the group
π(M, r) with the group π(M, t). Let φ′ be the virtual endomorphism of
π(M, r) defined by r′ and ℓ′. Let x ∈ π(M) be an element, corresponding
to a loop γ at r. Then x corresponds to the loop σ−1γσ at t. Suppose
that x belongs to the domain of φ′. Then φ′(x) = ℓ′γ′ℓ′−1, where γ′ is
the F -preimage of γ, starting at r′. The loop at t, representing φ′(x) is
then σ−1ℓ′γ′ℓ′−1σ.

Let σ′ be the F -preimage of the path σ, starting at r′. Then its end
t′′ is an F -preimage of t, possibly different from t′. Take some path ρ in
M0 starting at t′ and ending at t′′. Then F (ρ) is a loop based at t. We
get also the loop h = ℓρσ′−1ℓ′−1σ at t. Denote by h the element F (ρ)−1

of the fundamental group π(M, t). Then, in π(M, t):

φ(h−1xh) = φ(F (ρ)σ−1γσF (ρ)−1) = ℓρσ′
−1
γ′σ′ρ−1ℓ−1,

since ρσ′−1γ′σ′ρ−1 is a loop, starting at t, whose F -image is

F (ρ)σ−1γσF (ρ)−1.
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Therefore (see Figure 1)

φ′(g) = σ−1ℓ′γ′ℓ′−1σ =
(
σ−1ℓ′σ′ρ−1ℓ−1

)
·
(

ℓρσ′−1ℓ′−1σ
)

· σ−1ℓ′γ′ℓ′−1σ ·
(
σ−1ℓ′σ′ρ−1ℓ−1

)
·

·
(

ℓρσ′−1ℓ′−1σ
)

=
(
σ−1ℓ′σ′ρ−1ℓ−1

)
·
(

ℓρσ′−1γ′σ′ρ−1ℓ−1
)

·

·
(

ℓρσ′−1ℓ′−1σ
)

= g−1φ(h−1xh)g,

where g = ℓρσ′−1ℓ′−1σ, so that the virtual endomorphisms φ and φ′ are
conjugate.
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Figure 1:

Example. Take the circle T1 = R/Z and define its double-fold self-
covering F , induced by the map x 7→ 2x on R. Let us take a basepoint
t = 0. It has two preimages under F : one is 0 and another is 1/2. Take
t′ = 0 and let ℓ be trivial path at 0. The fundamental group of the circle
is isomorphic to Z and is generated by the loop, which is the image of
the segment [0, 1] in T1. It is easy to see that the virtual endomorphism
of Z, defined by F is the map n 7→ n/2, defined on the subgroup of even
numbers.

The virtual endomorphisms of groups are group-theoretical counter-
parts of self-coverings of topological spaces. More on relations between
dynamics of virtual endomorphisms and dynamics of self-coverings of
topological spaces, see the paper [Nekb].

Stabilizers in automorphism groups of graphs

Let Γ be a locally finite graph and let G be a group acting on Γ by
automorphisms so that its action on the vertices of Γ is transitive.

Take a vertex v and let Gv be the stabilizer of v in the group G.
Let u be another vertex, adjacent to v. Denote by Gvu the stabilizer of
the vertex u in the group Gv and by Gu the stabilizer of u in G. We
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obviously have Gvu = Gv ∩ Gu. The group Gvu has finite index in Gv
and in Gu, not greater than the degree of a vertex in the graph Γ (the
degrees of all the vertices of Γ are equal, since G acts on Γ transitively).

Let g ∈ G be an element such that g(v) = u. Then we get a virtual
endomorphism φ : Gv 99K Gv, with Domφ = Gvu defined as φ(h) =
g−1hg.

This virtual endomorphism is obviously a commensuration. It is
proved in [Nek00] that every commensuration can be constructed in such
a way.

The proof of the next proposition is straightforward.

Proposition 2.7. The virtual endomorphism φ up to a conjugacy, de-
pends only on the orbit of the edge {u, v} with respect to the action of
Gv.

Self-similar actions

Let X be a finite set, called the alphabet. By X∗ we denote the set of all
finite words over X, i.e., the free monoid, generated by X. We include
the empty word ∅.

Definition 2.7. An action of a group G on the set X∗ is self-similar if
for every g ∈ G and every x ∈ X there exist h ∈ G and y ∈ X such that

g(xw) = yh(w) (1)

for every w ∈ X∗.

Let us take some faithful self-similar action of G onX∗. Let Gx be the
stabilizer of the one-letter word x ∈ X∗. Then there exists a unique h ∈ G
such that g(xw) = xh(w) for all w ∈ X∗. The subgroup Gx has a finite
index not greater than |X| in G and the map φx : Gx → G : g 7→ h is a
homomorphism. In this way we get a virtual endomorphism φx : G 99K G
of the group G.

The following is straightforward.

Proposition 2.8. If x, y ∈ X belong to the same G-orbit, then the virtual
endomorphisms φx and φy are conjugate.

If the self-similar action is faithful then for every g ∈ G and for every
finite word v ∈ X∗ there exist a unique element h ∈ G such that

g(vw) = g(u)h(w)
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for every w ∈ X∗. The element h is called restriction of g at v and is
denoted g|v . It is easy to see that the following properties of restriction
hold.

g|v1v2 = (g|v1) |v2 (2)

(g1g2) |v = g1|g2(v)g2|v . (3)

We will see later, that in some sense all virtual endomorphisms of
groups are associated to self-similar actions.

3. Iterations of one virtual endomorphism

3.1. Coset tree

Let φ be a virtual endomorphism of a group G. Denote d = indφ. We
get a descending sequence of subgroups of finite index in G:

Dom φ0 = G ≥ Dom φ1 ≥ Domφ2 ≥ Dom φ3 ≥ . . . . (4)

We have, by Proposition 2.1, an inequality [Domφn : Domφn+1] ≤ d
for every n ≥ 0. Consequently, [G : Domφn] ≤ dn.

Definition 3.1. The virtual endomorphism φ is said to be regular if

[
Dom φn : Domφn+1

]
= d

for every n ≥ 0.

An example of a non-regular virtual endomorphism is the identical
endomorphism idH for H not equal to the whole group.

On the other hand, from Proposition 2.1 follows that if φ is onto, then
it is regular. Nevertheless, non-surjective virtual endomorphism can be
regular, for example the virtual endomorphism n 7→ 3

2n of the group Z,
defined on even numbers, is regular.

Definition 3.2. The coset tree T (φ) of a virtual endomorphism φ is the
rooted tree whose nth level is the set of left cosets {gDom φn : g ∈ G}
and two cosets gDomφn and hDom φn+1 are adjacent if and only if
gDom φn ≥ hDom φn+1. The root of the coset tree is the vertex

1 · Dom φ0 = G.

The coset tree T (φ) is a level-homogeneous tree of branch index

([G : Domφ], [Dom φ : Domφ2], [Domφ2 : Domφ3], . . .).
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In particular, it is regular if and only if the virtual endomorphism is
regular.

The group G acts on the coset tree by left multiplication:

g(hDom φn) = ghDom φn.

This action is obviously an action by automorphisms of the rooted tree
and is level-transitive.

Directly from the description follows that the stabilizer of the vertex
1 ·Dom φn in the group G is the subgroup Domφn. The stabilizer of the
vertex gDom φn is its conjugate subgroup g · Dom φn · g−1.

The nth level stabilizer is the subgroup

Stn(φ) =
⋂

g∈G

g · Domφn · g−1,

equal to the set of all elements of G, fixing every vertex of the nth level
of the coset tree.

The nth level stabilizer is a normal subgroup of finite index in G.

3.2. Invariant subgroups

Definition 3.3. Let φ be a virtual endomorphism of a group G. A
subgroup H ≤ G is said to be

1. φ-semi-invariant if φ(H ∩ Dom φ) ⊆ H;

2. φ-invariant if H ⊆ Dom φ and φ(H) ⊆ H;

3. φ−1-invariant if φ−1(H) ≤ H.

Recall that φ−1(H) = {g ∈ Dom φ : φ(g) ∈ H}. Note that every
φ-invariant subgroup is φ-semi-invariant.

If a subgroup H ≤ G is φ-invariant, then it is a subgroup of Domφn

for every n ∈ N. On the other hand, the parabolic subgroup

P (φ) =
⋂

n∈N

Dom φn

is obviously φ-invariant. Thus, the parabolic subgroup is the maximal
φ-invariant subgroup of G.

Example. Let φ be a surjective virtual endomorphism of a group G.
Let us show that the center Z(G) of the group G is φ-semi-invariant.
If h ∈ Z(G) ∩ Domφ, then φ(h)φ(g) = φ(g)φ(h) for every g ∈ Dom φ.
But the set of elements of the form φ(g) is the whole group G. Thus,
φ(h) ∈ Z(G).
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Proposition 3.1. If H ≤ G is a normal φ-semi-invariant subgroup, then
the formula

ψ(gH) = φ(g)H

for g ∈ Dom φ gives a well defined virtual endomorphism ψ of the quotient
G/H.

Proof. The domain of the map ψ is the image of the subgroup of finite
index Domφ under the canonical homomorphismG→ G/H and thus has
finite index in G/H. Suppose that g1H = g2H for some g1, g2 ∈ Dom φ.
Then g−1

1 g2 ∈ H ∩Dom φ, so φ(g−1
1 g2) ∈ H, thus φ(g1)H = φ(g2)H.

The virtual endomorphism ψ is called the quotient of φ by the sub-
group H and is denoted φ/H.

Proposition 3.2. The subgroup

C(φ) =
⋂

n∈N

Stn(φ) =
⋂

n∈N

⋂

g∈G

g−1 · Dom φn · g

is the maximal among normal φ-invariant subgroups of G.

The subgroup C(φ) is the kernel of the action of G on the coset tree
T (φ).

Proof. An element h ∈ G belongs to C(φ) if and only if every its conjugate
belongs to Domφn for every n ∈ N. From this follows that C(φ) is normal
and φ-invariant, since from h ∈ C(φ) follows that all the conjugates of h
and φ(h) belong to C(φ).

On the other hand, if N is a normal, φ-invariant subgroup of G, then
for every h ∈ N the element φn(h) belongs to N for all n ∈ N and thus,
g−1φn(h)g ∈ N for all g ∈ G and n ∈ N. This implies that h ∈ C(φ).

Definition 3.4. The subgroup C(φ) is called the core of the virtual
endomorphism φ or the φ-core of G. The group G is said to be φ-simple
if its φ-core is trivial.

Examples. 1) Let φ be the virtual endomorphism n 7→ n/2 of Z, with
the domain equal to the set of even numbers. Then the group Z is
obviously φ-simple.

2) More generally, if φ is a virtual endomorphism of the Zn, then Zn

is φ-simple if and only if no eigenvalue of the respective linear transfor-
mation is an algebraic integer (see [NS01]).

3) For examples of virtual endomorphisms of linear groups with trivial
core, see the paper [NS01].
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4) It is an open question, if the free group of rank 3 with the genera-
tors a, b, c is φ-simple, where φ is defined on the generators of its domain
by the equalities

φ(a2) = cb

φ(b2) = bc

φ(ab) = c2

φ(c) = a

φ(a−1ca) = b−1ab.

This question is equivalent to a question of S. Sidki in [Sid00] and origi-
nates from an automaton, defined by S. V. Aleshin in [Ale83].

Proposition 3.3. Let φ be a virtual endomorphism of a group G. If
H ≤ G is a φ-invariant normal subgroup, then

C (φ/H) = C(φ)/H.

Proof. Let K be a normal φ/H-invariant subgroup of G/H and let K̃ be
its full preimage in G. Then K̃ is also normal. We have K ≤ Dom (φ/H),
so every element of K̃ is a product of an element of Domφ and an element
of H (see the definition of a quotient of a virtual endomorphism by a
normal subgroup). But H ≤ Dom φ, thus K̃ ≤ Dom φ. Let g̃ ∈ K̃ be
an arbitrary element and let g be its image in K. Then, by definition
of φ/H, φ(g̃)H = (φ/H) (g), but (φ/H) (g) ∈ K, so φ(g̃) ∈ K̃ and the
subgroup K̃ is φ-invariant.

On the other hand, if K̃ is a normal φ-invariant subgroup of G, then
its image in G/H is also normal and φ-invariant.

This implies that the maximal φ/H-invariant normal subgroup of
G/H is the image of the maximal φ/H-invariant normal subgroup of
G.

Corollary 3.4. The group G/ C(φ) is φ/ C(φ)-simple.

In this way new groups can be constructed. We can start from some
known group F , define a virtual endomorphism φ on it, and get the group
F/ C(φ). If the group F is finitely generated, then the domain of φ is
also finitely generated, and φ is uniquely determined by its value on the
generators of its domains.

Example. The Grigorchuk group is the group F/ C(φ) for F the free
group generated by {a, b, c, d} and φ defined on the generators of its
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domain as

φ(a2) = 1

φ(b) = a φ(a−1ba) = c

φ(c) = a φ(a−1ca) = d

φ(d) = 1 φ(a−1da) = b.

The next proposition shows that we can restrict in such constructions
to the case when F is a free group.

Proposition 3.5. Let φ be a virtual endomorphism of a finitely gener-
ated group G. Then there exist a virtual endomorphism φ̃ of a finitely
generated free group F , a φ̃-invariant normal subgroup K ≤ F and an

isomorphism ρ : F/K → G such that ρ ◦
(

φ̃/K
)

= φ ◦ ρ. Then the

quotient F/ C
(

φ̃
)

is isomorphic to G/ C(φ).

Proof. Let {g1, g2, . . . , gn} be a finite generating set of the groupG. Set F
to be the free group of rank n with the free generating set {g̃1, g̃2, . . . , g̃n}.
Let π : F → G be the canonical epimorphism π (g̃i) = gi and let K be the
kernel of π, so that F/K ∼= G. Denote by ρ the respective isomorphism
ρ : F/K → G.

The preimage π−1(Domφ) is a subgroup of finite index in F , so it is
a finitely generated free group. Let {h1, h2, . . . , hm} be a free generating
set of π−1(Domφ). We can define a virtual endomorphism φ̃ of the group
F with the domain Dom φ̃ = π−1(Dom φ) putting φ̃(hi) to be equal to
some of the elements of the set π−1 (φ(π(hi))). Then we have π(φ̃(g)) =
φ (π (g)) for all g ∈ {h1, h2, . . . , hm}, and thus for all g ∈ Dom φ̃.

Note that K ≤ π−1(Domφ) = Dom φ̃, and that for every g ∈ K we
have π(φ̃(g)) = φ(π(g)) = 1, so that φ̃(g) ∈ K and K is φ̃-invariant.

Then the equality π ◦ φ̃ = φ◦π is equivalent to the equality ρ◦
(

φ̃/K
)

=

φ ◦ ρ.
We have, by Proposition 3.3

C(φ) = ρ
(

C
(

φ̃/K
))

= ρ
(

C
(

φ̃
)

/K
)

,

thus ρ induces an isomorphism of F/ C
(

φ̃
)

with G/ C(φ).

Definition 3.5. Let H be a subgroup of G. Define ∆φ(H) to be the
set of all elements g ∈ G such that for every h ∈ G the element h−1gh
belongs to Domφ and φ(h−1gh) ∈ H.

We write ∆n
φ for the nth iteration of the operation ∆φ.
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Note that ∆n
φ(G) is the nth level stabilizer Stn(φ).

Proposition 3.6. 1. For every subgroup H ≤ G the subgroup ∆φ(H)
is normal and is contained in St1(φ) ≤ Domφ.

2. φ(∆φ(H)) ≤ H.

3. If H is normal, then the virtual endomorphism φ induces a well
defined virtual homomorphism φ : G/∆φ(H) 99K G/H .

4. If the subgroup H is a normal φ-invariant subgroup, then ∆φ(H)
is a normal φ-invariant subgroup.

5. A normal subgroup H is φ-invariant if and only if H ≤ ∆φ(H).

Proof. The first two claims follow directly from the definitions.

If H is normal, then the equality φ(g∆φ(H)) = φ(g)H gives a well de-
fined virtual homomorphism φ : G/∆φ(H) 99K G/H, since from g−1

1 g2 ∈
∆φ(H) follows that φ(g−1

1 g2) ∈ H.

If H is normal and φ-invariant, then φ(h−1gh) is defined and belongs
to H for every h ∈ G, thus H ≤ ∆φ(H). But then φ(∆φ(H)) ≤ H ≤
∆φ(H), so ∆φ(H) is φ-invariant.

If H ≤ ∆φ(H), then for every g ∈ H ≤ ∆φ(H) we have φ(g) ∈ H,
thus H is φ-invariant.

Definition 3.6. For any virtual endomorphism φ we define

En(φ) = ∆n
φ({1})

and E∞(φ) = ∪n≥0En(φ).

Proposition 3.6 implies that the subgroups En(φ) are normal and φ-
invariant for all n = 0, 1, . . . ,∞. It also implies that En(φ) ≤ En+1(φ) for
all n.

Note also that if E1(φ) = {1}, then En(φ) = {1} for all n = 0, 1,
. . . ,∞. Therefore, E∞(φ) = {1} if and only if E1(φ) = {1}.

4. Bimodule associated to a virtual endomorphism

4.1. Permutational G-bimodules and the set φ(G)G

Definition 4.1. Let G be a group. A (permutational) G-bimodule is a
set M with left and right commuting actions of G on M , i.e., with two
maps G ×M → M : (g,m) 7→ g ·m and M × G → M : (m, g) 7→ m · g
such that
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1. 1 ·m = m · 1 = m for all m ∈M ;

2. (g1g2) ·m = g1 ·(g2 ·m) and m ·(g1g2) = (m ·g1) ·g2 for all g1, g2 ∈ G
and m ∈M ;

3. (g1 ·m) · g2 = g1 · (m · g2) for all g1, g2 ∈ G and m ∈M .

Two bimodules M1,M2 are isomorphic if there exists a bijection
f : M1 → M2, which agrees with the left and the right actions, i.e.,
such that g · f(m) · h = f(g ·m · h) for all g, h ∈ G and m ∈M1.

We say that the right action is free if for any m ∈M from m · g = m
follows that g = 1. The right action is d-dimensional if the number of
the orbits for the right action is d. The bimodule is irreducible if for any
two elements m1,m2 ∈M there exist g, h ∈ G such that m2 = g ·m1 · h.

Proposition 4.1. Suppose that M is an irreducible G-bimodule with a
free d-dimensional right action. Take some x ∈M . Let G1 be the subset
of all the elements g ∈ G for which g · x and x belong to the same orbit
of the right action. Then G1 is a subgroup of index d in G and for every
g ∈ G1 there exists a unique h ∈ G such that g · x = x · h. The map
φx : g 7→ h is a virtual endomorphism of the group G.

The constructed virtual endomorphism φx is the endomorphism, as-
sociated to the bimodule M (and the element x).

Proof. The element h is uniquely defined, since the right action is free.
The set G1 is obviously a subgroup. The fact that the map φx is a
homomorphism from G1 to G follows directly from the definition of a
permutational bimodule. The subgroup G1 has index d in G, since the
right action is d-dimensional, and the bimodule is irreducible.

Proposition 4.2. Let M be an irreducible G-bimodule with free d-dimen-
sional right action. Then any two associated virtual endomorphisms φx
and φy are conjugate. If φ is conjugate with an associated virtual en-
domorphism φx, then it is also associated to M , i.e., φ = φy for some
y ∈M .

Proof. Since the bimodule is irreducible, for every x, y ∈ M there ex-
ist g, h ∈ G such that y = g · x · h. Then for every f ∈ G we have
f · y = y · φy(f), what is equivalent to fg · x · h = g · x · hφy(f), i.e., to
g−1fg · x = x · hφy(f)h−1. It implies that φy(f) = h−1φx(g

−1fg)h, i.e.,
that φy and φx are conjugate.

Similar arguments show that if φ(f) = h−1φx(g
−1fg)h, then φ is the

virtual endomorphism, associated to M and g · x · h ∈M .
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Let us show that the bimodule M is uniquely determined, up to an
isomorphism, by the associated virtual endomorphism.

Let φ be a virtual endomorphism of a group G. We consider the
set φ(G)G of expressions of the form φ(g1)g0, where g1, g0 ∈ G. Two
expressions φ(g1)g0 and φ(h1)h0 are considered to be equal if and only
if g−1

1 h1 ∈ Dom φ, and φ(g−1
1 h1) = g0h

−1
0 .

Another way to describe this equivalence relation is to say that two
expressions φ(g1)g0 and φ(h1)h0 are equal if and only if there exists an
element s ∈ G such that sg1, sh1 ∈ Domφ and φ(sg1)g0 = φ(sh1)h0 in
G.

It is not hard to prove that the described relation is an equivalence.

Definition 4.2. Let v = φ(g1)g0 be an element of φ(G)G and g ∈ G be
arbitrary. Right action of the group G on φ(G)G is defined by the rule
v · g = φ(g1)g0g and the left action is defined by g · v = φ(gg1)g0.

The actions are well defined, since from φ(g1)g0 = φ(h1)h0 follows
that

φ
(
g−1
1 h1

)
= φ

(

(gg1)
−1 (gh1)

)

= g0h
−1
0 = (g0g)(h0g)

−1,

thus φ(gg1)g0 = φ(gh1)h0 and φ(g1)g0g = φ(h1)h0g.

From the definition directly follows that the left and the right actions
commute, i.e., that (g · v) · h = g · (v · h) for all g, h ∈ G and v ∈ φ(G)G.

The set φ(G)G together with the left and right actions of the group
G is called the G-bimodule, associated to the virtual endomorphism φ.

It is easy to see that the bimodule φ(G)G is irreducible. The right
action is free, since from φ(g1)g0g = φ(g1)g0 follows that φ(g−1

1 g1) =
g−1
0 g0g, thus g = 1. The right action is (indφ)-dimensional, since φ(g1)g0

and φ(h1)h0 belong to one orbit of the right action if and only if g−1
1 h1 ∈

Dom φ.

Proposition 4.3. Let M be an irreducible G-bimodule with free d-dimen-
sional right action and let φ be its associated virtual endomorphism.
Then the bimodule M is isomorphic to the bimodule φ(G)G.

Proof. Let us fix some x0 ∈M . Let φ = φx0
be the virtual endomorphism

associated to M and x0. Define a map F : φ(G)G → M by the rule
φ(g1)g0 = g1 · x0 · g0.

If φ(g1)g0 = φ(h1)h0, then g−1
1 h1 · x0 = x0 · g0h

−1
0 , thus h1 · x0 · h0 =

g1 · x0 · g0, what implies that the map F is well defined.

On the other hand, if h1·x0 ·h0 = g1·x0 ·g0, then g−1
1 h1·x0 = x0·g0h

−1
0 ,

i.e., φ(g1)g0 = φ(h1)h0, thus the map F is injective.
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Since the bimodule M is irreducible, for every x ∈ G one can find
g1, g0 ∈ G such that x = g1 · x0 · g0, so the map F is a bijection.

We have F (φ(g · g1)g0 · h) = gg1 · x0 · g0h = g · F (φ(g1)g0) · h, thus
the map F agrees with the right and the left multiplications, so it is an
isomorphism of the G-bimodules.

The next is a corollary of Propositions 4.2 and 4.3.

Corollary 4.4. The G-bimodules φ1(G)G and φ2(G)G are isomorphic
if and only if the virtual endomorphisms φ1 and φ2 are conjugate.

Example. 1. Consider a faithful self-similar action of a group G on the
set X∗. Let M = X ×G be a direct product of sets. The right action of
the group G on M is the natural one:

(x · g) · h = x · gh.

We write an element (x, g) of M as x · g.
If x · g ∈M and h ∈ G then, by the definition of a self-similar action,

there exists h|x ∈ G such that h(xw) = h(x)h|x(w) for all w ∈ X∗. We
define the left action of G on M by the formula

h · x · g = h(x) · h|xg.

The obtained permutational bimodule M is called the self-similarity
bimodule of the action. It is easy to see that the right action of the self-
similarity bimodule is free and |X|-dimensional and that the bimodule is
irreducible, if the action is transitive on the set X1.

The self-similarity bimodule M is isomorphic to the permutational
bimodule φ(G)G, where φ is the virtual endomorphism, associated to the
self-similar action.

Example. 2. Let F : M0 → M be a d-fold covering map, where M
is an arcwise connected and locally arcwise connected topological space
and M0 is its open arcwise connected subset. Let t ∈ M be an arbitrary
point.

Let L be the set of homotopy classes of the paths starting at t and
ending at a point z such that F (z) = t. (We consider only the homo-
topies, fixing the endpoints.) Then the set L is a permutational π1(M, t)-
bimodule for the following actions:

1. For all γ ∈ π1(M, t) and ℓ ∈ L:

γ · ℓ = ℓγ′,

where γ′ is the F -preimage of γ, which starts at the endpoint of ℓ.
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2. For all γ ∈ π1(M, t) and ℓ ∈ L:

ℓ · γ = γℓ.

It is not hard to prove that the described permutational bimodule is
irreducible, free and d-dimensional from the right. Consequently, it is
of the form φ(π1(M, t))π1(M, t), where φ is the associated virtual endo-
morphism. It is the endomorphism, defined by F , as in Subsection 2.2.

4.2. Quotients of a permutational bimodule

Definition 4.3. Let Mi be a permutational bimodule over a group Gi,
i = 1, 2. The bimodule M2 is a quotient of the bimodule M1 if there
exists a surjective map p : M1 → M2 and a surjective homomorphism
π : G1 → G2 such that

π(g1) · p(m) · π(g2) = p(g1 ·m · g2)

for all g1, g2 ∈ G1 and m ∈M1.

Proposition 4.5. Let φ1 and φ2 be virtual endomorphisms of the groups
G1 and G2 respectively. Then the bimodule φ2(G2)G2 is a quotient of the
bimodule φ1(G1)G1 if and only if there exists a normal φ1-semi-invariant
subgroup N ≤ G1 such that G2 is isomorphic to G1/N so that φ2 is
conjugate to φ1/N .

Proof. Suppose that the bimodule φ2(G2)G2 is a quotient of the bimod-
ule φ1(G1)G1. Let π : G1 → G2 be the respective homomorphism and
let p : φ1(G1)G1 → φ2(G2)G2 be the surjective map. Denote by N the
kernel of the homomorphism π.

Replacing, if necessary φ2 by a conjugate virtual endomorphism (see
Proposition 4.2), we may assume that p(φ1(1)1) = φ2(1)1. Then

p(φ1(g1)g0) = p(g1 · φ1(1) · g0) = π(g1)p(φ1(1)1)φ(g0) = φ2(π(g1))π(g0)

for all g0, g1 ∈ G1.

If g is an element of N ∩Domφ1, then φ1(g)1 = φ1(1)g
′ in φ1(G1)G1,

where g′ = φ(g), thus p(φ1(g)1) = φ2(π(g))1 = φ2(1)1 = φ2(1)π(g′).
Hence, π(g′) = 1, i.e., φ(g) ∈ N and the subgroup N is φ-semi-invariant.
If g is an arbitrary element of Domφ1, then again

p(φ1(g)1) = φ2(π(g))1 = φ2(1)π(g′)

for g′ = φ1(g). Consequently, π(φ1(g)) = φ2(π(g)), i.e., φ2 = φ1/N .
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Suppose now that N is a normal φ1-semi-invariant subgroup of G1.
Let us introduce an equivalence relation on φ1(G1)G1 by the rule:

φ1(g1)g0 ∼ φ1(h1)h0

if and only if

g−1
1 h1 ∈ Dom φ1 and φ1(g

−1
1 h1)h0g

−1
0 ∈ N.

It is easy to see that the defined relation is an equivalence and that the
quotient of φ1(G1)G1 has a structure of a permutational bimodule over
G1/N , which is isomorphic to the bimodule φ1/N

(
G1/N

)
G1/N . Then

Proposition 4.2 finishes the proof.

4.3. Bimodules over group algebras

Definition 4.4. Let A be an algebra over a field k. An A-bimodule is
a k-space Φ with structures of left and right A-modules such that the
left and the right multiplications commute. In other words, two k-linear
maps A ⊗k Φ → Φ : a ⊗ v 7→ a · v and Φ ⊗ kA → Φ : v ⊗ a 7→ v · a are
fixed such that

1. (a1a2) · v = a1 · (a1 · v) and v · (a1a2) = (v · a1) · a2 for all a1, a2 ∈ A
and v ∈ Φ;

2. (a1 · v) · a2 = a1 · (v · a2) for all a1, a2 ∈ A and v ∈ Φ.

If M is a permutational G-bimodule, and k is a field, than the left
and the right actions of G on M extend by linearity to a structure of
kG-bimodule on the linear space 〈M〉k. Here 〈M〉k denotes the linear
space over the field k with the basis M , and kG is the group algebra of
G over the field k. The kG-bimodule 〈M〉k is called linear span of the
permutational bimodule M .

In particular, if φ is a virtual endomorphism of the group G, then the
linear span Φ = Φk over k of the permutational bimodule φ(G)G is called
the bimodule, associated to φ. By ΦR and ΦL we denote the underlying
right and left modules, respectively.

We get directly from Corollary 4.4 the next

Proposition 4.6. Let φ1 and φ2 be conjugate virtual endomorphisms
of a group G. Then the respective associated bimodules Φ1 and Φ2 are
isomorphic.
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4.4. Inner product

Definition 4.5. Let Φ be the C-span of the permutational bimodule
φ(G)G. The group algebra CG is equipped with the involution (αg)∗ =
αg−1, where α is the complex conjugation.

The inner product on the bimodule Φ, associated to the virtual endo-
morphism φ is the function 〈·| ·〉 : Φ×Φ → CG, defined by the conditions:

1. the function 〈·| ·〉 is linear over the second variable;

2. 〈v1| v2〉 = 〈v2| v1〉
∗ for all v1, v2 ∈ Φ;

3. 〈φ(g1)h1| φ(g2)h2〉 = 0 if g−1
1 g2 /∈ Dom φ and

〈φ(g1)h1| φ(g2)h2〉 = h−1
1 φ(g−1

1 g2)h2

otherwise.

In general, even if k is not equal to C, the last condition of the
definition gives a well defined function 〈·| ·〉 : φ(G)G×φ(G)G → G∪{0},
which will be also called inner product.

Proposition 4.7. The equality

〈v1| g · v2〉 =
〈
g−1 · v1

∣
∣ v2〉 (5)

holds for all v1, v2 ∈ φ(G)G and g ∈ G.

If 〈v1| v2〉 6= 0 for v1, v2 ∈ φ(G)G, then

v1 · 〈v1| v2〉 = v2. (6)

Proof. Let vi = φ(gi)hi for i = 1, 2. Then, for equality (5):

〈v1| gv2〉 = h−1
1 φ(g−1

1 gg2)h
−1
2 = h−1

1 φ
((
g−1g1

)−1
g2

)

h2 =
〈
g−1 · v1

∣
∣ v2〉 .

For equality (6):

v1 · 〈v1| v2〉 = φ(g1)h1 · h
−1
1 φ(g−1

1 g2)h2 = φ(g2)h2.

As a corollary, we get, that in the case k = C we have

〈v1| a · v2〉 = 〈a∗ · v1| v2〉 (7)

for all v1, v2 ∈ Φ and a ∈ CG.
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4.5. Standard bases and wreath products

Definition 4.6. A basis of a permutational G-bimodule M is an orbit
transversal of the right action.

A standard basis of the bimodule Φ, associated to a virtual endomor-
phism φ is the set of the form

{φ(r1)h1, φ(r2)h2, . . . , φ(rd)hd},

where {r1, r2, . . . , rd} is a left coset transversal of the subgroup Domφ in
G and {h1, h2, . . . , hd} is an arbitrary sequence of elements of the group
G.

It is easy to see that the notions of standard basis of the bimodule Φ
and standard basis of the permutational bimodule φ(G)G coincide.

Proposition 4.8. Every standard basis of the bimodule Φ is a free kG-
basis of the right module ΦR. In particular, the module ΦR is a free right
kG-module of dimension indφ.

Note also, that directly from the definitions follows that the standard
basis is orthonormal, i.e., that 〈xi| xj〉 is 0 for i 6= j and 1 for i = j.

Since the left and the right multiplications commute, we get a homo-
morphism

ψL : kG→ Endk(ΦR) = Md×d(kG)

defined by the rule ψL(a)(v) = a · v. By Proposition 4.8, the algebra
Endk(ΦR) is isomorphic to the algebra Md×d(kG) of d× d-matrices over
kG. Here, as usual d = indφ. We call the homomorphism ψL the linear
recursion, associated to φ.

The linear recursion is computed using the formula in the next propo-
sition, which follows directly from the definitions.

Proposition 4.9. Let X = {x1 = φ(r1)h1, x2 = φ(r2)h2, . . . , xd =
φ(rd)hd} be a standard basis of ΦR. Then for any g ∈ G and xi ∈ X we
have

g · xi = xj · h
−1
j φ

(

r−1
j gri

)

hi,

where j is uniquely defined by the condition r−1
j gri ∈ Dom φ.

The formula in Proposition 4.9 can be also interpreted as a homo-
morphism ψ : G → Symm(X) ≀ G, where “≀” is the wreath product and
Symm(X) is the symmetric group on X. Let us recall at first the notion
of a permutational wreath product.
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Definition 4.7. Let G be a group and let H be a permutation group
of a set X. Then the (permutational) wreath product H ≀ G is the semi-
direct product H⋉GX , where H acts on the group GX by the respective
permutations of the direct multiples.

The elements of the wreath product H ≀ G are written as products
h · f , where f ∈ GX and h is an element of H. The element f can be
considered either as a function from X to G, or as a tuple (g1, g2, . . . gd),
if an indexing X = {x1, x2, . . . , xd} of the set X is fixed. In the last case
the multiplication rule for the elements of H ≀G are the following:

h′(g′1, g
′
2, . . . g

′
d) · h(g1, g2, . . . gd) = h′h(g′h(1)g1, g

′
h(2)g2, . . . , g

′
h(d)gd), (8)

where h(i) is the index for which h(xi) = xh(i).
In the case of a standard basis Proposition 4.9 implies that for every

g ∈ G and x ∈ X there exist y ∈ X and h ∈ G such that g · x = y · h. It
is easy to see that x 7→ y is a permutation of the set X. Let us denote
this permutation by σg. In this way we get a homomorphism g 7→ σg of
G to the symmetric group Symm(X). The kernel of this homomorphism
is the first-level stabilizer St1(φ).

Proposition 4.10. The map

ψ : g 7→ σg(h
−1
i1
φ(r−1

i1
gr1)h1, h

−1
i2
φ(r−1

i2
gr2)h2, . . . , h

−1
id
φ(r−1

id
grd)hd),

where the sequence (i1, i2, . . . , id) is such that r−1
ik
grk ∈ Dom φ for all

k = 1, 2, . . . , k and σg is the permutation k 7→ ik, is a homomorphism
ψ : G→ Symm(X) ≀G.

Proof. If ψ(g) = σg(g1, g2, . . . gd) and ψ(h) = σh(h1, h2, . . . , hd) then
hg · xi = h · xj · gi = σhσg(xi) · hjgi, where xj = σg(xi). This agrees with
the multiplication formula (8), thus ψ(hg) = ψ(h)ψ(g).

The obtained homomorphism ψ : G → Symm(X) ≀ G is called the
wreath product recursion associated to the virtual endomorphism φ (and
the basis X).

On the other hand, any homomorphism ψ : G → Symm(X) ≀ G is
associated to some virtual endomorphism. It is the virtual endomorphism
φ which is defined on g ∈ G if and only if ψ(g) = σ(g1, g2, . . . , gd), where
σ(x1) = x1. If φ is defined on g, then φ(g) = g1. Let us choose a left coset
transversal T = {r1, r2, . . . , rd} of Domφ such that ri = σi(ri1, . . . , rid),
where σi(x1) = xi. Then Y = {y1 = φ(r1)r

−1
11 , y2 = φ(r2)r

−1
21 , . . . , yd =

φ(rd)r
−1
d1 )} is a standard basis of the respective module ΦR. Then a direct

computation shows that the homomorphism ψ is reconstructed back as
the wreath product recursion, associated to the virtual endomorphism φ
and the basis Y .
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Example. Let us consider the virtual endomorphism φ(n) = n/2 of
the group Z. Its domain is the subgroup of even numbers. The coset
transversal is in this case, for example, the set {0, 1}.

Let us write the elements of the group Z in a multiplicative notation,
so that Z is identified with the infinite cyclic group, generated by an
element τ . Then, the coset transversal is written as {1, τ}.

Thus we choose the following standard basis of the permutational
bimodule φ(Z) + Z:

X = {0 = φ(1)1, 1 = φ(τ)1}.

Then the wreath recursion is

ψ(τ) = σ(1, τ),

where σ is the transposition (0 , 1 ) of the set X.

The respective linear recursion is

ψ(τ) =

(
0 τ
1 0

)

.

Proposition 4.11. The kernel of the wreath product recursion associated
to a virtual endomorphism φ is equal to E1(φ).

Proof. An element g ∈ G belongs to the kernel of ψ if and only if g ·xi =
xi · 1 for every xi ∈ X. Hence, g ∈ kerψ if and only if g ∈ St1(φ)
and h−1

i φ(r−1
i gri)hi = 1, i.e., φ(r−1

i gri) = 1. But {ri} is the left coset
representative system, so g ∈ kerψ if and only if for every h ∈ G the
element h−1gh belongs to Domφ and φ(h−1gh) = 1

4.6. Φ-invariant ideals

Definition 4.8. Let Φ be a bimodule over a k-algebra A and let I be a
two-sided ideal of A. Denote by I ·Φ the k-subspace of Φ spanned by the
elements of the form a · v, where a ∈ I and v ∈ Φ. Analogically, denote
by Φ · I the subspace spanned by the elements v · a.

If I ⊂ A is a two-sided ideal in A then its Φ-preimage is the set

Φ−1(I) = {a ∈ A : a · v ∈ Φ · I for all v ∈ Φ}.

Proposition 4.12. For every two-sided ideal I ⊂ A the sets I · Φ and
Φ · I are sub-bimodules of Φ and the set Φ−1(I) is a two-sided ideal of A.
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Proof. Let a ∈ A and v ∈ I · Φ be arbitrary. Then v is a linear combi-
nation over k of the elements of the form b · u, where b ∈ I and v ∈ Φ.
Hence, a · v and v · a are linear combinations of the elements of the form
ab · u and b · (u · a), respectively. But ab ∈ I, so that ab · u ∈ I · Φ. The
element b · (u · a) belongs to I · Φ by definition. Thus, a · v and v · a
belong to the set I · Φ and it is a sub-bimodule. The fact that Φ · I is a
sub-bimodule is proved in the same way.

Let a1, a2 ∈ Φ−1(I) and a ∈ A be arbitrary. Then for every v ∈ Φ we
have a1 · v, a2 · v ∈ Φ · I, thus (a1 + a2) · v = a1 · v + a2 · v ∈ Φ · I, since
Φ · I is closed under addition. We also have aa1 · v = a · (a1 · v) ∈ Φ · I,
since Φ · I is a left-submodule of Φ; and a1a · v = a1 · (a · v) ∈ Φ · I, since
a1 ∈ Φ−1(I).

Definition 4.9. An ideal I is said to be Φ-invariant if I ⊆ Φ−1(I). The
algebra A is said to be Φ-simple if it has no proper Φ-invariant two-sided
ideals.

An ideal I is Φ-invariant if and only if I · Φ ⊆ Φ · I.
Suppose that the ideal I is Φ-invariant. Denote by Φ/I the quotient

of the k-spaces Φ/(Φ · I). Then Φ/I has a structure of an A/I-bimodule,
defined as

(a+I) ·(v + Φ · I) = a ·v+Φ ·I, (v + Φ · I) ·(a+I) = v ·a+Φ ·I. (9)

It is easy to prove, using Proposition 4.12, that multiplications (9)
are well defined.

Example. If Φ is associated to a virtual endomorphism φ of a group
G and N is a normal φ-invariant subgroup of G, then the ideal of kG
generated by 1 −N is Φ-invariant, since

φ((1 − g)g1)g0 = φ(g1)g0 − φ(gg1)g0 =

φ(g1)g0 − φ(g1)g0 ·
(
g−1
0 φ

(
g−1
1 gg1

)
g0

)
=

φ(g1)g0
(
1 − g−1

0 φ
(
g−1
1 gg1

)
g0

)
.

Consequently, if G is not φ-simple, then kG is not Φ-simple.

In fact, the operation Φ−1 on ideals is an exact analog of the operation
∆φ on the normal subgroups of the group G. Namely, the above formula
shows that if H is a normal subgroup, then Φ−1

(
(1−H)

)
= (1−∆φ(H)),

where (A) denotes the two-sided ideal of kG generated by the set A.

The algebra kG needs not to be Φ-simple even if the group G is φ-
simple. But a Φ-simple quotient of the algebra kG can be constructed
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from a φ-simple group by the following construction, which is essentially
due to S. Sidki.

Let us define a sequence of ideals in kG:

I0 = {0}, In = Φ−1 (In−1) for n ≥ 1, I∞ =
⋃

n≥0

In (10)

It is easy to see that In+1 ⊇ In, that In are Φ-invariant and that
Φ−1(I∞) = I∞. The ideals In and I∞ are analogs of the φ-invariant
subgroups En(φ), E∞(φ), defined before. In particular, the ideal I1 is
exactly the kernel of the linear recursion ψL : kG → EndkG(ΦR), which
parallels Proposition 4.11.

Theorem 4.13. Let G be a φ-simple group and let I be a proper Φ-
invariant ideal of kG. Then I ⊆ I∞. In particular, the algebra kG/I∞
is Φ/I∞-simple.

Let us prove at first the following lemmas.

Lemma 4.14. Let I be a Φ-invariant ideal of A and let J be a Φ/I-
invariant ideal of A/I. Then the full preimage J̃ of J in A is Φ-invariant.

Proof. Let a belong to J̃ . This means that a+ I belongs to J . Then for
every v ∈ Φ the element (a + I)(v + Φ · I) belongs to (Φ/I) · J , since it
belongs to J · (Φ/I) and J is Φ/I-invariant. But (a + I)(v + Φ · I) =
a · v + I · Φ · I ⊆ a · v + Φ · I, since I is Φ-invariant. Thus the coset
a · v + Φ · I is a subset of Φ · J̃ , which is the preimage of (Φ/I) · J . In
particular, a · v ∈ Φ · J̃ , and the ideal J̃ is Φ-invariant.

Lemma 4.15. Let {r1, r2, . . . , rd} ⊂ G be a left coset transversal of
Dom φ in G. Let I be an ideal of kG. Then a = α1g1+α2g2+· · ·αmgm ∈
kG, were αi ∈ k and gi ∈ G, belongs to Φ−1(I) if and only if for every
i = 1, 2, . . . , d the sum

ai =
∑

gjri∈Domφ

αjφ(gjri)

belongs to I.

Proof. The set vi = {φ(ri)·1}i=1,...,d is a kG-basis of the right module ΦR.

Consequently, v ∈ Φ is an element of Φ · I if and only if v =
∑d

i=1 vi · bi,
where bi ∈ I. We also obviously have that a ∈ Φ−1(I) if and only if
a · vi ∈ Φ · I for every i = 1, . . . , d. But

a · vi =

d∑

j=1

vj · aj,

where the elements aj are defined as in the proposition.
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Proof of Theorem 4.13. Choose a left coset transversal

{r1 = 1, r2, . . . , rd} ⊂ G

of Domφ in G. Suppose that I is not a subset of I∞. Let α1g1 +α2g2 +
· · · + αmgm be an element of I not belonging to I∞ with the minimal
possible m. By Lemma 4.15 the elements ai =

∑

gjri∈Domφ αiφ(gjri)

belong to I. There exists i such that ai /∈ I∞, otherwise all ai ∈ In for
some n and thus a ∈ Φ−1(In) = In+1 ⊆ I. But a was chosen to be the
shortest element of I \ I∞. Thus, the only possibility is that one ai0 is
equal to

∑m
j=1 αjφ(gjri0) ∈ I \ I∞ and for all the other i we have ai = 0.

Then ai0 is again a minimal element of I \ I∞ and we can repeat the
considerations.

It follows that for any two indices 1 ≤ i, j ≤ m we have gig
−1
j ∈

Dom φ. On the next step we get φ(giri0)φ(gjri0)
−1 = φ(gig

−1
j ) ∈ Dom φ

and then by induction, that gig
−1
j ∈ Dom φn for all 1 ≤ i, j ≤ m and n ∈

N. Considering ga =
∑m

i=1 αiggi we prove that g(gig
−1
j )g−1 ∈ Dom φn.

Hence, gig
−1
j belongs to the core C(φ) of virtual endomorphism, which is

trivial. Consequently, all gi are equal, i.e., m = 1 and a = α1g1 for some
g1 ∈ G. But then 1 ∈ I and I = kG. Contradiction.

The Φ/I∞-simplicity of kG/I∞ follows now directly from
Lemma 4.14.

Example. The first paper, where the algebra kG/I∞ was considered
is [Sid97]. It is investigated there for the case of the Gupta-Sidki group
[GS83a] and the field F3.

The Gupta-Sidki group can be defined as the group G = F/ C(φ),
where F is the free group generated by two elements a, b and φ is its
virtual endomorphism

φ(a3) = 1, φ(b) = b, φ(a−1ba) = a, φ(a−2ba2) = a−1.

It is proved in [GS83a] that G is a torsion 3-group, i.e., that every its
element is of order 3k. S. Sidki proved that the ring kG/I∞ for k = F3

is primitive and is just-infinite, i.e., that every its proper quotient is
finite-dimensional.

4.7. Tensor powers of the bimodule

We define the set φn(G)φn−1(G) . . . φ(G)G, analogically to the set
φ(G)G, as the set of formal expressions of the form

φn(gn)φ
n−1(gn−1) . . . g0,
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where an expression φn(gn)φ
n−1(gn−1) . . . g0 is identified with an expres-

sion
φn(hn−1)φ

n−1(hn−1) . . . h0

if and only if there exists s ∈ G such that

φ (φ (φ (sgn) gn−1) . . . g1) g0 = φ (φ (φ (shn)hn−1) . . . h1)h0

in G.
The group G acts on the set φn(G)φn−1(G) . . . G on the left by

g : φn(gn)φ
n−1(gn−1) . . . g0 7→ φn(gg1)φ

n−1(gn−1) . . . g0

and on the right by

g : φn(gn)φ
n−1(gn−1) . . . g0 7→ φn(gn)φ

n−1(gn−1) . . . g0g.

It is easy to see that these actions are well defined.
We have the following natural interpretation of the set

φn(G)φn−1(G) . . . G

in terms of the associated bimodule.
Recall, that if Φ1 and Φ2 are two A-bimodules, then their tensor

product is the bimodule Φ1 ⊗A Φ2 which, as a k-space is the quotient
of the k-tensor product Φ1 ⊗k Φ2 by the k-subspace, spanned by the
elements

(v1 · a) ⊗ v2 − v1 ⊗ (a · v2),

for all v1 ∈ Φ1, v2 ∈ Φ2, a ∈ A. The left and the right multiplications are
defined by the rules a1 · (v1 ⊗ v2) ·a2 = (a1 ·v1)⊗ (v2 ·a2). We will denote
in the sequel the tensor product Φ1 ⊗A Φ2 just as Φ1 ⊗ Φ2.

Proposition 4.16. The linear span over the field k of the permuta-
tional bimodule φn(G) . . . φ(G)G is isomorphic to the nth tensor power
Φ⊗n = Φ ⊗ Φ ⊗ · · · ⊗ Φ

︸ ︷︷ ︸

n times

of the bimodule Φ associated to the virtual endo-

morphism φ.

Proof. Consider the map F1 : φn(G)φn−1(G) . . . G→ Φ⊗n defined as

F1

(
φn(gn)φ

n−1(gn−1) . . . g0
)

= φ(gn)1⊗φ(gn−1)1⊗· · ·⊗φ(g2)1⊗φ(g1)g0.

It is easy to see that the map F1 preserves the left and the right multi-
plications by the elements of G, thus, it can be extended to a morphism
of kG-bimodules.
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On the other hand, the map F2 : Φ⊗n → φn(G)φn−1(G) . . . G defined
as

F2

(
φ(gn)hn ⊗ φ(gn−1)hn−1 ⊗ · · · ⊗ φ(g1)h1

)
=

= φn(gn)φ
n−1(hngn−1)φ

n−2(hn−1gn−2) . . . φ(h2g1)h1

also can be extended to a morphism of kG-bimodules and is inverse
to the map F1. Thus, the maps F1 and F2 are isomorphisms of the
bimodules.

4.8. Standard actions

Proposition 4.17. Let X = {xi = φ(ri)hi}i=1,...,d be a standard basis of
the right module ΦR. Then the set

Xn = {xi1 ⊗ xi2 ⊗ · · · ⊗ xin : xik ∈ X}

is a basis of the right module of the bimodule Φ⊗n.

Proof. The set {x · g : x ∈ X, g ∈ G} is a k-basis of the space Φ.
Consequently, the set Mn of the elements of the form xi1 · g1 ⊗ xi2 · g2 ⊗
· · · ⊗ xin · gn is a k-basis of the tensor power Φ⊗kn. By Proposition 4.9,
every element of Mn can be reduced to the form xj1 ⊗ xj2 ⊗ · · · ⊗ xjn · h,
where h is some element of G. It is easy to see that such reduction is
unique, and that two elements ofMn are equal if and only if the respective
reductions coincide. From this follows that the set Xn is a basis of the
right kG-module of Φ⊗n.

For every n ≥ 1 we get a homomorphism ψ⊗n : kG → End Φ⊗n
R

coming from the left multiplications seen as endomorphisms of the right
module Φ⊗n

R . For every standard basis X, the set Xn is a free basis of the
right module Φ⊗n

R , and thus, the module Φ⊗n is free |X|n-dimensional,
and the algebra EndΦ⊗n

R is isomorphic to the algebra of |X|n × |X|n-
matrices over the algebra kG. The homomorphisms maps ψ⊗n are called
the iterated linear recursions.

More generally, the bimodule structure defines natural homomor-

phisms ψn : EndΦ⊗n
R → EndΦ

⊗(n+1)
R . Namely, if g is an endomorphism

of the right module Φ⊗n
R , then its image in EndΦ

⊗(n+1)
R is the endomor-

phism ψn(g) defined as

ψn(g)(v1 ⊗ v) = g(v1) ⊗ v,

where v1 ∈ Φ⊗n and v ∈ Φ.

The defined homomorphism ψn agrees with the introduced linear re-
cursions, i.e., ψn ◦ ψ

⊗n = ψ⊗(n+1).
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Note that the kernel of the iterated linear recursion ψ⊗n is the ideal
In.

We will write in many cases the element xi1 ⊗ xi2 ⊗ · · · ⊗ xin ∈ Xn

as a word xi1xi2 . . . xin ∈ X∗. Then the set Xn is identified with the set
of the words of length n over the alphabet X.

It follows from Proposition 4.9 that for every v ∈ Xn and for every
g ∈ G there exists a unique pair (u, h), where u ∈ Xn and h ∈ G, such
that

g · v = u · h. (11)

It is easy to see that the map v 7→ u is a permutation of the set Xn

and that in this way we get an action of the group G on the set Xn.
Taking union we get an action of G on the set X∗. We will call this
action the standard action of G with respect to the basis X.

It follows from Equation (11) that the standard actions are self-similar
in sense of Definition 2.7.

The element h in (11) is called the restriction of g at v and is denoted
g|v . The image of a word v under the action of g ∈ G and the restriction
g|v can be computed inductively using Proposition 4.9. This notion of
a restriction is a generalization of the previously defined notion for self-
similar actions. In particular, the properties (2) and (3) hold, and if the
action is faithful, then the restriction is defined uniquely by the condition
that g(vu) = g(v)g|v(u) for all u ∈ X∗.

Proposition 4.18. Take any faithful self-similar action of a group G
over the alphabet X = {x1, x2, . . . , xd}. Let φ = φx1

be the associ-
ated virtual endomorphism. Take elements ri for i = 1, 2, . . . , d such
that ri(x1) = xi. Let hi = ri|x1

. Then X̃ = {x̃1 = φ(r1)h
−1
1 , x̃2 =

φ(r2)h
−1
2 , . . . , x̃d = φ(rd)h

−1
d } is a standard basis of the bimodule Φ, as-

sociated to the virtual endomorphism φ and the original action of G on
X∗ coincides with the standard action of G with respect to the basis X̃,
i.e.,

g(xi1xi2 . . . xin) = g(x̃i1 x̃i2 . . . x̃in)

for every g ∈ G and xi1xi2 . . . xin ∈ X∗.

Proof. Let g be an arbitrary element of the group G and let xi ∈ X be an
arbitrary letter. Let g(xi) = xj . Then s−1

j gsi(x1) = x1, so that s−1
j gsi ∈

Dom φ. For every v ∈ X∗ we have s−1
j gsi(x1v) = x1φ(s−1

j gsi)(v), by
definition of φ. Then

g(xiv) = gsi(x1h
−1
i (v)) = sj(s

−1
j gsi)(x1h

−1
i (v)) =

= sj(x1φ(s−1
j gsi)h

−1
i (v)) = xjhjφ(s−1

j gsi)h
−1
i (v)

and the proof is finished by induction on the length of the word v.
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Proposition 4.19. Let X = {xi = φ(ri)hi} and Y = {yi = φ(si)gi}
be two standard bases of the bimodule Φ. Then the respective standard
actions of the group G on X∗ and Y ∗ are conjugate, i.e., there exists a
bijection α : X∗ → Y ∗ such that the equality α−1gα(v) = g(v) holds for
every g ∈ G and v ∈ X∗.

Proof. Let v = xi1xi2 . . . xin be an arbitrary element of X∗. It follows
from Proposition 4.9 that there exists a unique α(v) ∈ Y ∗ such that
v = α(v) · h for some h ∈ G.

We have g · v = g(v) · g|v for the standard action on X∗, so that
g · v = α(g(v)) · hg|v for some h ∈ G. On the other hand

g · v = g · α(v) · h(v) = g(α(v)) · g|α(v)h(v).

Consequently, α(g(v)) = g(α(v)).

Recall, that due to Proposition 4.7, we have for every xi ∈ X the
equality xi = yj · 〈yj| xi〉, where yj is such that 〈yj| xi〉 6= 0, i.e., s−1

j ri ∈
Dom φ. Therefore, v = yj1 · 〈yj1| xi1〉⊗yj2 · 〈yj2| xi2〉⊗· · ·⊗yjn · 〈yjn | xin〉
for some yj1yj2 . . . yjn ∈ Y ∗, and the map α : X∗ → Y ∗ can be more
explicitely defined by the recurrent formula

α(xi ⊗ v) = yj ⊗ 〈yj| xi〉 (α (v)) , (12)

where v ∈ X∗, yj ∈ Y is such that 〈yj| xi〉 6= 0, and 〈yi| xi〉 ∈ G acts on
α(v) by the standard action of G on Y ∗.

Proposition 4.20. The virtual endomorphism φ is regular if and only
if the respective standard action is transitive on the sets Xn (is level
transitive).

If the virtual endomorphism φ is regular, then the standard action
is conjugate with the action of the group G on the coset tree of φ, i.e.,
there exists an isomorphism of rooted trees Λ : X∗ → T (φ) such that
Λ(g(v)) = g(Λ(v)) for all v ∈ X∗.

Proof. It follows from Proposition 4.19 that if one standard action is
level-transitive, then all the other standard actions are level-transitive.
Therefore, it is sufficient to prove the proposition for one standard basis,
so we can assume that our standard basis contains the element x0 =
φ(1)1. The standard action is level transitive if and only if the index
of the stabilizer of the word x0x0 . . . x0 = xn0 is equal to dn, where d =
|X| = indφ. But the stabilizer of the word x0x0 . . . x0 = xn0 is equal to
Dom φn.

If the virtual endomorphism φ is regular, then the isomorphism Λ :
X∗ → T (φ) may be defined as Λ(v) = g · Dom φ|v|, where g is such that
g(xn0 ) = v.
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5. Contracting virtual endomorphisms

5.1. Definitions and basic properties

Let φ be a virtual endomorphism of a group G. Choose some standard
basis X = {x1 = φ(r1)h1, . . . ,Xd = φ(rd)hd} of the right module ΦR and
consider the standard action of the group G on the space X∗.

Definition 5.1. The standard action is said to be contracting if there
exists a finite set N such that for every g ∈ G there exists n0 ∈ N such
that

g|v ∈ N ,

for all v ∈ Xn, n ≥ n0.

The minimal set N with the above property is called the nucleus of
the standard action.

It is easy to see that if the standard action is contracting then it is
finite state, i.e., for every g ∈ G the set {g|v : v ∈ X∗} is finite.

We will use the following notation. If A and B are two subsets of a
group G, then AB is the set of products ab, where a ∈ A and b ∈ B.
The power An is a short notation for A · A · · ·A

︸ ︷︷ ︸

n times

. If A ⊂ G and W ⊂ X∗,

then A|W is the set of restrictions a|w, where a ∈ A and w ∈W .

Lemma 5.1. Suppose that the group G is generated by a finite set S =
S−1 ∋ 1. Then a standard action of G is contracting if and only if there
exists a finite set N ⊂ G and a number n such that

(S ∪ N )2|Xn ⊆ N .

Proof. If the action is contracting, then the above condition holds for N
equal to the nucleus. In the other direction, by induction on the length
of a group element we prove that for every g ∈ G there exists k0 ∈ N

such that g|v ∈ N for all v ∈ Xnk, where k ≥ k0. Then the nucleus of
the action is a subset of N|∪0≤m≤n−1Xm .

Proposition 5.2. Suppose that the virtual endomorphism φ is contract-
ing with respect to the standard basis X. Let A ⊂ G be a finite set. Then
the set of all possible h ∈ G such that

g1 · xi1 ⊗ g2 · xi2 ⊗ · · · ⊗ gm · xim = v · h, (13)

for some gi ∈ A, xik ∈ X and v ∈ Xm, is finite.
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Proof. It is sufficient to prove the proposition for some set A′ ⊇ A, so
we assume that the set A contains the nucleus N of the action and that
it is state-closed, i.e., that for every g ∈ A and v ∈ X∗ the restriction g|v
also belongs to A. We can do this, since the action is finite-state.

There exists a number k such that A2|v ⊆ N ⊆ A for every word
v ∈ X∗ of length greater or equal to k. It is easy to see that then
A2n|v ⊆ An for every v ∈ Xk and every n ∈ N.

It is sufficient to find a finite set B such that it contains all h, which
appear in Equation (13) for numbers m divisible by k.

We can write

g1 · xi1 ⊗ g2 · xi2 ⊗ · · · ⊗ gm · xim = v1 · h1 ⊗ v2 · h2 ⊗ · · · ⊗ vm/k · hm/k,

where hi ∈ G and vi ∈ Xk for all i. From the fact that A is state-closed
follows that hi ∈ Ak. But then h1 · v2 = h1(v2) · h1|v2 and h1|v2 also
belongs to Ak, so (h1|v2h2) |v3 ∈ A2k|v3 ⊆ Ak, and we get an inductive
proof of the fact that v1 · h1 ⊗ v2 · h2 ⊗ · · · ⊗ vm/k · hm/k = u · h for some

h ∈ Ak.

Directly from Proposition 5.2 we get

Corollary 5.3. If the standard action is contracting then for any finite
set A ⊂ G there exists a finite set ΣA ⊂ G such that A ⊆ ΣA and

ΣA|X · A ⊆ ΣA.

Now we are ready to prove that the property of an action to be
contracting does not depend on the particular choice of the standard
basis.

Proposition 5.4. If some standard action for a virtual endomorphism
φ is contracting, then any other standard action for φ is contracting.

Proof. Let X = {x1, x2, . . . , xd} and Y = {y1, y2, . . . , yd} be two stan-
dard bases. Then we can permute the vectors in the basis so that there
exist ri ∈ G such that yi = xi · ri. Take A = {ri}i=1,...,d. Let ΣA be as in
Corollary 5.3 with respect to the standard action over the alphabet X.

Let g ∈ G and yi ∈ Y be arbitrary. Then g|yi
is defined by the

condition g ·xi · ri = xj · rjg|yi
. Thus, g|yi

= r−1
j g|xi

ri. It is easy to prove
now by induction on n that for every v ∈ Y n the restriction g|v belongs
to the set Σ−1

A · g|u · ΣA for some u ∈ Xn. Consequently, the standard
action with respect to Y is also contracting with the nucleus a subset of
Σ−1
A · N · ΣA, where N is the nucleus of the action on X∗.

Proposition 5.4 justifies the following notion.
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Definition 5.2. A virtual endomorphism φ is contracting if some (equiv-
alently, if all) respective standard actions are contracting.

The next proposition shows that the contraction can be detected by
a finite number of group relation.

Proposition 5.5. Suppose that the virtual endomorphism φ of a finitely
generated group G is contracting. Then there exist a finitely presented
group F , a contracting virtual endomorphism φ̃ of F , a normal φ̃-inva-
riant subgroup N of F and an isomorphism ρ : G → F/N such that
ρ ◦ φ = φ̃/N ◦ ρ.

Proof. Let us fix some standard basis X = {xi}i=1,...,d, where x1 = φ(1)1
and consider the respective standard action of the group G. Let N be
its nucleus, and let S be a finite symmetric generating set of G, which
includes the identity. Since the action is contracting, we may suppose
that the set S is state-closed, i.e., that for every s ∈ S and x ∈ X the
restriction s|x also belongs to S. We may also suppose that S contains
the nucleus N . Let S̃ be a set, which is in a bijective correspondence
S̃ → S : s̃ 7→ s with the set S. Take the group F generated by the set
S̃ and defined by all relations of the form s̃1s̃2 = s̃3, where s̃i are such
that s1s2 = s3 in the group G. In other words, the group F is the group
defined by all the relations of the length 3, which hold for the generators
S of the group G.

Let us define a permutational bimodule M over the group F with the
standard basis X by the natural rules:

s̃1 · x = y · s̃2, if and only if s1 · x = y · s2.

Another way to interpret the above construction is to say that we define
the wreath product recursion F → Symm(X) ≀F on the generators of F
in the same way as was defined the recursion G→ Symm(X) ≀G on the
generators of G.

The only thing to check in order to prove that the bimoduleM is well
defined, is to prove that if g is a word in generators S̃, representing the
trivial element, then g · x = x · 1 in M for every x ∈ X. But this follows
from the fact that if s1s2 = s3 in G, s2 ·x = y · s′2, s1 · y = z · s′1, for some
s1, s2, s3, s

′
1 = s1|y, s

′
2 = s2|x ∈ S and x, y, z ∈ X, then s3 · x = z · s′3,

s1s2 · x = z · s′1s
′
2, so that s′3 = s′1s

′
2, where s′3 = s3|x ∈ S.

Let φ̃ be the virtual endomorphism of F , associated to the bimodule
M and the element x1 (recall that x1 corresponds to φ(1)1).

Directly from the definitions follows that the permutational bimodule
φ(G)G is a quotient of the bimodule M with the natural quotient map
π : s̃ 7→ s : F → G and the map p : M → φ(G)G defined as p(x · g) =
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x ·π(g). Then by Proposition 4.5, the kernel N of the map π is a φ̃-semi-
invariant subgroup such that φ̃/N is conjugated with φ. But from the
choice of φ̃ follows that in fact we have φ̃/N = φ.

If g ∈ N , then g · x = x · g|x for every x, since π(g) · x = x · π(g)|x.
Thus, N ≤ Dom φ̃, and N is a normal φ̃-invariant subgroup.

It remains to prove that the virtual endomorphism φ̃ is contracting.
Since the action of G is contracting, by Lemma 5.1 there exists n such
that S2|Xn ⊆ S. But we have included all the relations of the form
s1s2 = s3, si ∈ S into the relations of F and the restrictions of the words
in generators of F are computed by the same rules as the restrictions of
the words in generators of G. Thus, S̃2|Xn ⊆ S̃, and by Lemma 5.1, the
action of F is contracting.

Proposition 5.6. If a virtual endomorphism φ of a group G is contract-
ing and the nucleus of a standard action does not contain non-trivial
elements of C(φ) then C(φ) = E∞(φ).

Proof. Let that g ∈ C(φ) be arbitrary. Then there exists n ∈ N such that
g|v belongs to the nucleus for every v ∈ Xn. But then g · v = v · g|v and
g|v ∈ C(φ), hence g|v = 1 and g ∈ En(φ).

The following is a direct corollary of Proposition 4.5.

Proposition 5.7. If a virtual endomorphism φ of a group G is contract-
ing, and N is a normal φ-semi-invariant subgroup of G, then the virtual
endomorphism φ/N of the group G/N is also contracting.

The next easy fact is proved in [Nekc].

Proposition 5.8. If a virtual endomorphism φ of a group G is con-
tracting and onto, then the group G is generated by the nucleus of the
standard action.

5.2. Contraction coefficient

If the group is finitely generated, then the contractivity of a virtual en-
domorphism can be established using a more intuitive definition.

If the group G is finitely generated, then we denote by l(g) the length
of the shortest representation of g in a product of the generators and the
inverses, for a fixed finite generating set of the group.

Definition 5.3. Let G be a finitely generated group, let φ be its virtual
endomorphism. Let us fix also a standard self-similar action of G on X∗.
The number

ρ = lim
n→∞

n

√

lim sup
l(g)→∞

max
v∈Xn

l (g|v)

l(g)
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is called the contraction coefficient of the action.
The number

ρφ = lim
n→∞

n

√

lim sup
g∈Domφn,l(g)→∞

l (φn (g))

l(g)
, (14)

is called the contraction coefficient (or the spectral radius) of the virtual
endomorphism φ.

Note that the function ρφ(n) = lim supg∈Domφn,l(g)→∞
l(φn(g))
l(g) is sub-

multiplicative, i.e., ρφ(n+m) ≤ ρφ(n)ρ(m), since

l (φn+m (g))

l(g)
=
l (φn+m (g))

l(φn(g))
·
l (φn (g))

l(g)
,

lim sup
g∈Domφn+m,l(g)→∞

l (φn+m (g))

l(φn(g))
≤ lim sup

g∈Domφm,l(g)→∞

l (φm (g))

l(g)

and

lim sup
g∈Domφn+m,l(g)→∞

l (φn (g))

l(g)
≤ lim sup

g∈Domφn,l(g)→∞

l (φn (g))

l(g)
.

Therefore, from the well-known Polya Lemma, the limit in (14) exists.
Similar arguments show that the contraction coefficient ρ of the standard
action also exists. Both coefficients are finite, since ρφ ≤ ρ and ρ is not
greater than maxg∈S,x∈X l(g|x), where S is the generating set.

Note also, that if l1 and l2 are the length functions computed with
respect to different finite generating sets, then there exists a number
C > 0 such that C−1l2(g) ≤ l1(g) ≤ Cl2(g) for all g ∈ G. From this
easily follows that the contraction coefficients computed with respect to
l1 will be the same as the coefficients, computed with respect to l2.

The following proposition is proved in [Nekc].

Proposition 5.9. A standard action is contracting if and only if its
contraction coefficient is less than one.

Suppose that the virtual endomorphism φ is regular. Then it is con-
tracting if and only if its contraction coefficient is less than one. If it
is contracting, then ρφ is equal to the contraction coefficient of every
associated standard action.

Let w be an infinite word in the alphabet X, i.e., a sequence x1x2 . . .,
xi ∈ X. If g ∈ G, then by g(x1x2 . . .) we denote the word y1y2 . . . such
that g(x1x2 . . . xn) = y1y2 . . . yn for every n. From the definition of a
self-similar action follows that the word g(x1x2 . . .) is well defined and
that we get in this way an action of G on the set Xω of infinite words.
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Definition 5.4. Let G be a finitely generated group, acting on a set A.
Growth degree of the G-action is the number

γ = sup
w∈A

lim sup
r→∞

log |{g(w) : l(g) ≤ r}|

log r

where l(g) is the length of a group element with respect to some fixed
finite generating set of G.

One can show, in the same way as before, that the growth degree γ
does not depend on the choice of the generating set of G.

Proposition 5.10. Suppose that a standard action of a group G on X∗

is contracting. Then the growth degree of the action on Xω is not greater
than log |X|

− log ρ , where ρ is the contraction coefficient of the action on X∗.

Proof. The statement is more or less classical. See, for instance the
similar statements in [Gro81, BG00, Fra70].

Let ρ1 be such that ρ < ρ1 < 1. Then there exists C > 0 and n ∈ N

such that for all g ∈ G we have l(g|x1x2...xn) < ρn1 · l(g) + C.
Then cardinality of the set B(w, r) = {g(w) : l(g) ≤ r}, where

w = x1x2 . . . ∈ Xω is not greater than

|X|n · |{B (xn+1xn+2 . . . , ρ
n
1 · r +C)| ,

since the map σn : x1x2 . . . 7→ xn+1xn+2 . . . maps B(w, r) into

B (xn+1xn+2 . . . , ρ
n
1 · r + C)

and every point of Xω has exactly |X|n preimages under σn. The map
σn is the nth iteration of the shift map σ(x1x2 . . .) = x2x3 . . ..

Let k =
[

log r
−n log ρ1

]

+1. Then ρnk1 ·r < 1 and the number of the points

in the ball B(w, r) is not greater than

|X|nk ·
∣
∣
∣B

(

σnk (w) , R
)∣
∣
∣ ,

where

R = ρnk1 · r + ρ
n(k−1)
1 · C + ρ

n(k−2)
1 · C + · · · + ρn1 · C + C < 1 +

C

1 − ρn1
.

But |B(u,R)| for all u ∈ Xω is less than K1 = |S|R, where S is the
generating set of G (we assume that S = S−1 ∋ 1). Hence,

|B(w, r)| < K1 · |X|
n
(

log r

−n log ρ1
+1

)

=

= K1 · exp
(

log |X| log r
− log ρ1

+ n log |X|
)

= K2 · r
log |X|
− log ρ1 ,

where K2 = K1 · |X|n. Thus, the growth degree is not greater than
log |X|
− log ρ1

for every ρ1 ∈ (ρ, 1), so it is not greater than log |X|
− log ρ .
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Lemma 5.11. Let φ be a contracting virtual endomorphism of a φ-simple
infinite finitely generated group G. Then the contraction coefficient of its
standard action is greater or equal to 1/ indφ.

Proof. Consider the standard action on the set X∗ for a standard basis
X, containing the element x0 = φ(1)1. Then the parabolic subgroup
P (φ) = ∩n≥0 Dom φn is the stabilizer of the word w = x0x0x0 . . . ∈ Xω.
The subgroup P (φ) has infinite index in G, otherwise ∩g∈Gg

−1Pg = C(φ)
will have finite index, and G will be not φ-simple. Consequently, the G-
orbit of w is infinite. Then there exists an infinite sequence of generators
s1, s2, . . . of the group G such that the elements of the sequence

w, s1(w), s2s1(w), s3s2s1(w), . . .

are pairwise different. This implies that the growth degree of the orbit
Gw

γ = lim sup
r→∞

|{g(w) : l(g) ≤ r}|

log r

is greater or equal to 1, thus the growth degree of the action of G on Xω

is not less than 1, and by Proposition 5.10, 1 ≤ log |X|
− log ρ .

Proposition 5.12. If there exists a faithful contracting action of a fini-
tely-generated group G then for any ǫ > 0 there exists an algorithm of
polynomial complexity of degree not greater than log |X|

− log ρ + ǫ solving the
word problem in G.

Proof. We assume that the generating set S is symmetric (i.e., that S =
S−1) and contains all the restrictions of all its elements, so that always
l(g|v) is not greater than l(g).

We will denote by F the free group generated by S and for every
g ∈ F by ĝ we denote the canonical image of g in G.

Let 1 > ρ1 > ρ. Then ρ1 · |X| > 1, since by Lemma 5.11, ρ · |X| ≥ 1.
There exist n0 and l0 such that for every word v ∈ X∗ of the length n0

and every g ∈ G of the length ≥ l0 we have

l (g|v) < ρn1 l(g).

Assume that we know for every g ∈ F of the length less than l0 if ĝ
is trivial or not. Assume also that we know all the relations g · v = u · h
for all g, l(g) ≤ l0 and v ∈ Xn0 .

Then we can compute in l(ĝ) steps, for any g ∈ F and v ∈ Xn, the
element h ∈ F and the word u ∈ Xn0 such that ĝ · v = u · ĥ. If v 6= u
then we conclude that ĝ is not trivial and stop the algorithm. If for all
v ∈ Xn0 we have v = u, then ĝ is trivial if and only if all the obtained
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restrictions ĥ = ĝ|v are trivial. We know, whether ĥ is trivial if l(h) < l0.
We proceed further, applying the above computations for those h, which
have the length not less than l0.

But l(h) < ρn1 l(g), if l(g) ≥ l0. So on each step the length of the
elements becomes smaller, and the algorithm stops in not more than
− log l(g)/ log ρ1 steps. On each step the algorithm branches into |X|
algorithms. Thus, since ρ1 · |X| > 1, the total time is bounded by

l(g)
(

1 + ρ1 · |X| + (ρ1 · |X|)2 + · · · + (ρ1 · |X|)[− log l(g)/ log ρ1]
)

<

l(g)
ρ1·|X|−1

(

(ρ1 · |X|)1−log l(g)/ log ρ1 − 1
)

=

l(g)ρ1·|X|
ρ1·|X|−1

(

(ρ1 · |X|)− log l(g)/ log ρ1 − (ρ1 · |X|)−1
)

=

C1l(g)
(

exp
(

log l(g)
(

log |X|
− log ρ1

− 1
))

− C2

)

=

= C1l(g)
− log |X|/ log ρ1 − C1C2l(g),

where C1 = ρ1·|X|
ρ1·|X|−1 and C2 = (ρ1 · |X|)−1.
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