Optimal Nonlinear Approximation
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We introduce a definition of nonlinear $n$-widths and then determine the $n$-widths of the unit ball of the Sobolev space $W^1_p$ in $L_q$. We prove that in the sense of these widths the manifold of splines of fixed degree with $n$ free knots is optimal for approximating functions in these Sobolev spaces.

1. Introduction. There are many known classes of functions which can be approximated by nonlinear families such as rational functions or splines with free knots better than they can be approximated by the elements of linear spaces such as polynomials. Perhaps the simplest example of this is that functions $f$ with $f' \in L_p(\Omega), \Omega := [0,1], 1 \leq p \leq \infty$ can be approximated in the uniform norm by piecewise constants with $n$ free knots ($1 \leq p \leq \infty$, see [5]) or by rational functions of degree $n$ ($1 \leq p \leq \infty$, see [9] or [3]) with an error of approximation $O(n^{-1})$. At the same time, polynomials of degree $< n$ or for that matter any $n$ dimensional space can not yield an error of approximation better than $O(n^{-3/2+1/p})$ for $1 \leq p \leq 2$ (see [6]). The purpose of the present paper is to discuss in what sense these and other estimates for nonlinear approximation are optimal.

We begin by discussing which nonlinear families will be considered in our approximation. Let $X$ be a Banach space and let $M$ be a mapping from $\mathbb{R}^n$ into $X$ which associates with each $a \in \mathbb{R}^n$ the element $M_n(a) \in X$. We shall approximate the elements $f \in X$ by the elements of $M_n := \{M_n(a) : a \in \mathbb{R}^n\}$. If $f \in X$, the error of approximation of $f$ is

\[
E(f,M_n)_X := \inf_{a \in \mathbb{R}^n} ||f - M_n(a)||_X.
\]

More generally for a set $K$ of elements of $X$, we have

\[
E(K,M_n)_X := \sup_{f \in K} E(f,M_n)_X.
\]

We are interested in some sense in the best manifolds $M_n$ of dimension $n$ for approximating the elements of $K$. That is, we would like to choose $M_n$ so that (1.2) is as small as possible. If we were to operate in strict analogy with the case of linear approximation, we would define the nonlinear $n$-width of $K$ as the infimum of (1.2) over all manifolds $M_n$ of dimension $n$. However, this is too general to be of any use. In fact, this width is zero for all $K$ and all separable $X$. Indeed, for $n = 1$, there is a space filling manifold (even with $M_n$ continuous). Namely, let $\{x_k\}_{k=-\infty}^{\infty}$ be dense in $X$ and define
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$M_n(a) := (a - k)x_{k+1} + (k + 1 - a)x_k$ for $k \leq a \leq k + 1$. Then, $M_n$ is continuous and for the corresponding manifold $M_n$, we have (1.2) is zero for all $K$.

One possibility to circumvent the triviality described in the previous paragraph is to assume smoothness for the manifold $M_n$. However, it is easy to see that this would exclude the classical manifolds such as rational functions and splines with free knots. It turns out that a more reasonable approach is to impose conditions on how the approximation by the elements of $M_n$ takes place.

We recall that a quasi-norm $||.||$ satisfies the usual properties of a norm except that the triangle inequality is replaced by $||f + g|| \leq C(||f|| + ||g||)$ with $C$ an absolute constant. We say that a mapping $\bar{a}$ from $K$ into $\mathbb{R}^n$ is a continuous selection for $K$ if it is continuous in the topology of some quasi-norm. We recall that if $K$ is a compact set then all quasi-norms are equivalent on $K$ and so we can simply say that $\bar{a}$ is continuous on $K$. Given such an $\bar{a}$, for each $f \in K$, $M_n(\bar{a}(f))$ is an approximation to $f$ from $M_n$. We define

$$(1.3) \quad E(K, \bar{a}, M_n)_x := \sup_{f \in K} ||f - M_n(\bar{a}(f))||$$

to be the error of approximation for the set $K$ by the nonlinear method of approximation $M_n(\bar{a}(\cdot))$. To find the “best” nonlinear method for $K$, we consider all manifolds $M_n$ and all continuous selections $\bar{a}$ and define

$$(1.4) \quad d_n(K)_x := \inf_{\bar{a}, M_n} E(K, \bar{a}, M_n)_x$$

to be the continuous nonlinear $n$-width of $K$. Then $d_n(K)_x$ is a nondecreasing function of $n$ and if $K \subseteq \bar{K}$, $d_n(K)_x \leq d_n(\bar{K})_x$.

The purpose of the present paper is to determine (asymptotically) $d_n(K)_x$ for certain $X, K$. In complete analogy with the linear case, we establish lower bounds for $d_n(K)_x$ for general $K$ and $X$ in §3 in terms of the Bernstein width of $K$ and then we apply this in §4. Upper bounds for $X = L_1$ and $K$ a set determined by a smoothness condition in $L_\infty$ are given in §5. The upper and lower bounds serve to determine the $n$-widths of these sets.

Before proceeding to the main results of this paper, we discuss in §2 some ramifications of our definition. In particular, we examine the condition that the approximation is made through a continuous selection $\bar{a}$.

2. Remarks on the definition of $d_n$. We want to point out that for certain “good” manifolds $M_n$, the requirement that the approximation takes place through a continuous selection $\bar{a}$ is not an essential restriction. We say that an element $M_n(a)$ is a near best approximation to $f$ with constant $\lambda$, if

$$(2.1) \quad ||f - M_n(a)||_x \leq \lambda E(f, M_n)_x.$$ 

It is an interesting question to decide for which $M_n$, $X$, and $K$, there exists a continuous selection $\bar{a}$ such that $M_n(\bar{a}(f))$ is a near best approximation with fixed constant $\lambda$ for all $f \in K$. When this is the case, we have
$E(K, \bar{a}, M_n)_X \leq \lambda E(K, M_n)_X.$

For such manifolds, \( \bar{a} \) could be dropped in the definition (1.4) with the resulting quantity differing from \( d_n(K)_X \) by at most the multiplicative constant \( \lambda \). In other words, in this case, the selection \( \bar{a} \) plays no essential role. On the other hand, \( \bar{a} \) has a taming effect on the more bizarre manifolds. We give now some examples where \( \bar{a} \) plays no essential role.

We shall often make use of the following remarks about a metric space \( Y \). We denote by \( B(f, \eta) \) the ball centered at \( f \) of radius \( \eta \). If a collection of balls \( B_u := B(f_u, \eta) \) cover \( Y \) (or some subset \( K \) of \( Y \)), then from the paracompactness of \( Y \) [7, p.160], there is a locally finite collection \( \{U\} \) of open sets which are a refinement of \( \{B_u\} \) and which cover \( Y \) (or \( K \)). Locally finite means that for each \( f \in Y \) (or \( K \)), there is a ball \( B(f, \eta), \eta > 0 \), which intersects at most a finite number of the \( U \). For the covering \( \{U\} \), there is a partition of unity \( \{a_U\} \) subordinate to \( \{U\} \) (see [7, p.171]). That is, the functions \( a_U \) are nonnegative, continuous and supported on \( U \) and \( \sum_U a_U \equiv 1 \) on \( Y \) (or \( K \)). If for each \( U \), \( a_U \) is a point in \( \mathbb{R}^n \), then the function

\[
\bar{a}(f) := \sum_U a_U(f) a_U
\]

is a continuous function on \( Y \) taking values in \( \mathbb{R}^n \). Indeed, given any \( f \) in \( Y \), we choose a ball \( B := B(f, \eta), \eta > 0 \), small enough that it intersects at most a finite number of the sets \( U \). Then on \( B \), the sum (2.3) involves only a finite number of terms and is therefore continuous.

We first prove that linear manifolds (i.e. \( M \) is a linear function) admit a continuous near best selection \( \bar{a} \).

**THEOREM 2.1.** If \( M_n \) is an \( n \)-dimensional linear manifold and \( X \) is a Banach space, then for any \( \epsilon > 0 \) there exists a continuous selection \( \bar{a} \) such that

\[
\|f - M_n(\bar{a}(f))\|_X \leq E(f, M_n)_X + \epsilon,
\]

for all \( f \) in \( X \).

**PROOF:** Let \( \eta > 0 \) and consider balls \( B(f, \eta), \nu \in \Lambda \), which are a covering for \( X \). Here \( \Lambda \) is some index set. Let \( \{U\} \) be the covering and \( \{a_U\} \) be the partition of unity described above. For each \( U \), we choose an \( f_U \) from \( U \) and let \( a_U \) be such that \( M_n(a_U) \) is a best approximation to \( f_U \). Then the function \( \bar{a} \) of (2.3) is a continuous selection. Now let \( f \) be in \( X \) and let \( a_0 \) be such that \( M_n(a_0) \) is a best approximation to \( f \). If \( a_U(f) \neq 0 \), then \( f \) and \( f_U \) are both in \( U \) and hence \( \|f - f_U\| \leq \eta \). Therefore, \( \|f_U - M_n(a_U)\| \leq \|f_U - M_n(a_0)\| \leq E + 2\eta \), where \( E := E(f, M_n)_X \). It follows that

\[
\|f - M_n(a_U)\|_X \leq E + 4\eta.
\]
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Since \( M(\sum \alpha_u a_u) = \sum \alpha_u M_n(a_u) \), we have

\[
(2.6) \quad \|f - M_n(\tilde{\alpha}(f))\|_x = \|\sum \alpha_u(f) [f - M_n(a_u)]\|_x \leq (E + 4\eta) \sum \alpha_u(f) = E + 4\eta.
\]

Since \( \eta \) is arbitrary, we have proved the theorem. \( \square \)

**COROLLARY 2.2.** Under the hypotheses of Theorem 2.1, if \( K \) is a compact set contained in \( X \) for which \( E(K, M_n)_X \neq 0 \), then for each \( \lambda > 1 \), there is a selection \( \tilde{\alpha} \) such that

\[
(2.7) \quad E(K, \tilde{\alpha}, M_n)_X \leq \lambda E(f, M_n)_x.
\]

**Proof:** We can take \( \epsilon := (\lambda - 1)E(K, M_n)_X \) and apply Theorem 2.1.

In the case that \( X \) is separable, we have the following strengthening of (2.7).

**THEOREM 2.3.** If \( X \) is a separable Banach space and \( M_n \) is a linear manifold, then for each \( \lambda > 1 \), there is a continuous selection \( \tilde{\alpha} \) defined on \( X \) such that

\[
(2.8) \quad \|f - M_n(\tilde{\alpha}(f))\|_x \leq \lambda E(f, M_n)_x, \quad f \in X.
\]

**Proof:** We use the fact that for each \( \lambda \) there is a strictly convex norm \( \|\cdot\|_0 \) on \( X \) which satisfies

\[
(2.9) \quad \|f\|_x \leq \|f\|_0 \leq \lambda \|f\|_x, \quad f \in X.
\]

This follows from the Clarkson renormalization lemma (see e.g. [4, pg. 107]). Now, let \( f \in X \), and let \( M_f \) be its best approximation from \( M_n \) in \( \|\cdot\|_0 \). Then the mapping \( f \to M_f \) is well known to be continuous on \( X \) (see e.g. [2, pg. 23]). Now the manifold \( M_n \) is a translate of a linear space \( X_n \) \( M_n = g_0 + X_n \). We take a basis \( P_1, \ldots, P_n \) of \( X_n \) and we parametrize \( M_n \) by the coefficients of the \( P_k \), that is, \( M(a) := g_0 + \sum k a_k P_k \) for \( a := (a_k) \). We can write \( M_f = M(\tilde{\alpha}(f)) \) where \( M_f = g_0 + \sum k a_k(f) P_k \). Then \( \tilde{\alpha}(f) := (a_k(f)) \) is continuous on \( X \). Indeed, the Euclidean norm of \( (a_k) \) is equivalent to \( \|\sum k a_k P_k\|_x \). Finally, we have

\[
\|f - M(\tilde{\alpha}(f))\|_x \leq \|f - M(\tilde{\alpha}(f))\|_0 = \inf_{M_n} \|f - M\|_0 \leq \lambda \inf_{M_n} \|f - M\|_x. \tag{2.10}
\]

We can also show that continuous selections \( \tilde{\alpha} \) exist for more general manifolds provided that they are sufficiently smooth. Let \( M_n \) satisfy

\[
C_1 \|a - b\| \leq \|M_n(a) - M_n(b)\|_x \leq C_2 \|a - b\|,
\]

for some norm \( \|\cdot\| \) on \( \mathbb{R}^n \) and some constants \( C_1, C_2 > 0 \) (independent of \( a, b \)). Then if \( f \) is in \( X \), the function \( F(a) := \|f - M_n(a)\|_x \) is continuous on \( \mathbb{R}^n \) and \( F(a) \to \infty \) as \( \|a\| \to \infty \). Hence, \( F \) attains its minimum and therefore there exists a best approximation to \( f \) from \( M_n \).
THEOREM 2.4. If $X$ is a Banach space and $\mathcal{M}_n$ is a manifold satisfying (2.3), then for each $\epsilon > 0$ there is a continuous selection $\tilde{a}$ on $X$ such that

$$
\|f - M_n(\tilde{a}(f))\|_X \leq C E(f, \mathcal{M}_n) + \epsilon
$$

for a constant $C \leq 1 + 2C_2^1 C_1^{-1}$.

**Proof:** We let $\eta, \varepsilon, \{U\}, \{\alpha_U\}, a_0$ and $\tilde{a}$ be as in the proof of Theorem 2.1. From (2.5), $\|M_n(a_U) - M_n(a_0)\|_X \leq 2E + 4\eta$ whenever $\alpha_U(f) \neq 0$. Hence, from (2.10), $\|a_U - a_0\| \leq C_2(2E + 4\eta)$ and therefore using the definition of the partition of unity $\alpha_U$, we have $\|\tilde{a}(f) - a_0\| \leq C_1^{-1}(2E + 4\eta)$. Then using the upper inequality in (2.10), $\|M_n(\tilde{a}(f)) - M_n(a_0)\|_X \leq C_1^{-1} C_2(2E + 4\eta)$. Finally,

$$
\|f - M_n(\tilde{a}(f))\|_X \leq \|f - M_n(a_0)\|_X + \|M_n(a_0) - M_n(\tilde{a}(f))\|_X
\leq (1 + 2C_1^{-1} C_2) E + 4C_1^{-1} C_2 \eta.
$$

To apply Theorem 2.4 to nonlinear $n$-widths, one would want the constants $C_1, C_2$ of (2.10) to be independent of $n$. We cannot show that the manifolds of rational functions or free knot splines satisfy conditions like this but we do show later in §5 that for the compact sets of interest to us, we can find a continuous selection satisfying (2.2) for the manifold of free knot splines.

3. A lower bound for $d_n$. For a quasi-normed linear space $Y$, we shall denote by $U(Y) := \{y : \|y\| \leq 1\}$ the unit ball of $Y$ and by $\partial(U(Y))$ its boundary. A similar definition applies when $\|\cdot\|$ is a semi-norm or even a quasi-semi-norm. The Bernstein width of a subset $K$ of the quasi-normed linear space $X$ is

$$
b_n(K)_X := \sup_{x \in \partial U(Y)} \sup_{\rho \in \partial U(Y)} \rho(U(X_{n+1}) \subset K),
$$

with the first $\sup$ taken over all $n + 1$ dimensional linear subspaces of $X$. It is well known that the Bernstein width of $K$ provides a lower bound for the linear $n$-width of $K$ (see [8, p.13]). The following shows (with the same proof) that this remains valid for our definition of nonlinear $n$-width.

**Theorem 3.1.** Let $X$ be a normed linear space and let $K \subset X$. Then

$$
d_n(K)_X \geq b_n(K)_X.
$$

If $X$ is a quasi-normed linear space then

$$
d_n(K)_X \geq c_0 b_n(K)_X
$$
for an absolute constant $c_0$.

**Proof:** Let $\rho < b_n(K)X$ and let $X_{n+1}$ be an $n+1$ dimensional subspace of $X$ such that $\rho U(X_{n+1}) \subset K$. If $M_n$ is any $n$ dimensional manifold and $\bar{a}$ is any continuous selection for $K$, we let $\bar{a}(f) := \bar{a}(f) - \bar{a}(-f)$. If $||.||$ is the quasi-norm involved in the continuity of $\bar{a}$, then on $X_{n+1}$, $||.||$ is equivalent to $||.||_X$ (the quotient of these two quasi-norms is a continuous nonvanishing function on $\partial(U(X))$). Thus, $\bar{a}(f)$ is a continuous mapping of $\partial(\rho U(X_{n+1}))$ into $\mathbb{R}^n$ and $\bar{a}$ is odd, i.e. $\bar{a}(-f) = -\bar{a}(f)$. Hence, by Borsuk's antipodality theorem [1], there is an $f_0$ in $\partial(\rho U(X_{n+1}))$ for which $\bar{a}(f) = 0$, i.e. $\bar{a}(-f_0) = \bar{a}(f_0)$. We write $2f_0 = (f_0 - M_n(\bar{a}(f_0))) - (-f_0 - M_n(\bar{a}(-f_0)))$ and find

$$2||f_0||_X \leq ||f_0 - M_n(\bar{a}(f_0))||_X + ||-f_0 - M_n(\bar{a}(-f_0))||_X.$$  

It follows that one of the two functions $f_0, -f_0$ is approximated by $M_n(\bar{a}(\cdot))$ with an error \( \geq ||f_0||_X = \rho \). Therefore, $d_n(K)_X \geq \rho$ and (3.2) follows. If $||.||_X$ is only a quasi-norm, then (3.4) holds with 2 replaced by $c_0$ on the left side. \( \square \)

**4. Lower bounds for widths of smoothness classes.** We shall now apply Theorem 3.1 to give lower bounds for $d_n(K)_X$ for certain sets $K$ which are defined by a smoothness condition. The ideas here are well known and have been used previously to provide lower bounds for linear widths. We shall consider functions defined on the unit cube $\Omega := [0,1] \times \cdots \times [0,1]$ of $\mathbb{R}^d$. We let $W^r$ be the Sobolev space consisting of all functions $f$ which have weak derivatives of order \( \leq r \) in $L_p$ (all spaces and all norms here and later are over $\Omega$ unless otherwise indicated). We denote by $||.||_{W^r_p}$ and $||.||_{W^r_\infty}$ the usual semi-norm and norm for $W^r_p$.

We can also apply our results to Besov spaces. If $r$ is a positive integer and $0 < p \leq \infty$, we let $\omega_\alpha(f,t)_p := \sup\{||\Delta_h^\alpha(f,\cdot)||_p(\Omega(rh)) : |h| \leq t\}$ be the $L_p$ modulus of smoothness of $f$. Here we use the notation $\Omega(h)$ to denote the set of all $x$ such that the line segment $[x, x + h] \subset \Omega$ and $\Delta_h^\alpha$ to denote the $r$-th order difference operator with step $h$. Then, for $0 < \alpha < r$ and $0 < p, q \leq \infty$, we let $B^\alpha_r(L_p)$ denote the Besov space consisting of all functions $f \in L_p$ for which

$$||f||_{B^\alpha_r(L_p)} := \left( \int_0^\infty [s^{-\alpha} \omega_\alpha(f,s)_p]^rds/s \right)^{1/r} < \infty.$$  

When $q = \infty$, the $L_q(dt/t)$ norm is replaced by the $L_\infty$ norm in (4.1). We obtain the norm for $B^\alpha_r(L_p)$ by adding $||f||_{B^\alpha_r(L_p)}$ to (4.1). It is well known that different values of $r > \alpha$ give equivalent semi-norms in (4.1).

We fix the integer $r$ and let $\phi$ be a $C^\infty(\mathbb{R}^d)$ function which is one on the cube $[1/4, 3/4]^d$ and vanishes outside of $\Omega$. Furthermore, let $C_0$ be such that $1 \leq ||D^\nu \phi||_\infty \leq C_0$, for $|\nu| \leq r$. We consider integers $n$ of the form $n = m^d$ for some positive integer $m$ and we let $Q_1, \ldots, Q_m$ be the partition of $\Omega$ into closed cubes of sidelength $1/m$. Then by applying a linear change of variables which takes $Q_j$ to $\Omega$, we obtain functions $\phi_1, \ldots, \phi_m$ with $\phi_j$ supported on $Q_j$ and
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If \( K_{p,r,\alpha} := \{ f : |f|_{L^p(D_\alpha)} \leq 1 \} \), \( \alpha > 0 \) and \( 0 < p, \sigma \leq \infty \) and \( p \leq q \leq \infty \), then

\[
(4.6) \quad d_n(K_{p,r,\alpha})_X \geq C n^{-\sigma/d}.
\]

The constants \( C \) depend only on \( r \).

**Proof:** Consider first \( K_{p,r} \) and \( n = m^d \). Let \( \phi \) and \( X_n \) be as above. If \( S \in X_n \), then by (4.3) and Hölder’s inequality

\[
|S|_{W^r} \leq C n^{r/d} \left( \sum_{j=1}^n |c_j|^p \right)^{1/p} \leq C n^{r/d} \left( \sum_{j=1}^n |c_j|^q \right)^{1/q} \leq C_0 n^{r/d} |S|_q.
\]

Thus, for \( \rho = C_0^{-1} n^{-r/d} \), we have \( \rho U(X_n) \subset K_{p,r} \), and Theorem 3.1 says \( d_{n-1}(K_{p,r})_X \geq \rho \).

Since \( d_n(K_{p,r})_X \) is monotone in \( n \), this establishes this estimate for all \( n \). A similar argument applies for \( K_{p,r,\alpha} \).

5. **Upper bounds for** \( d_n(K)_X \). We shall prove an upper bound and thereby determine \( d_n(K)_X \) for the sets \( K = K_{p,r} := U(W^r) \) of the previous section. We do this only in the case of one space dimension, \( \Omega = [0, 1] \), (the upper bound for \( K_{p,r,\alpha} \) and higher dimensions requires more substantial ideas). It is well known that rational functions and splines with free knots provide errors of approximation which match the lower bounds of Theorem 4.2.

However, we need to check that these can be achieved with a continuous selection. This turns out to take some care. We shall use the manifold \( \mathcal{M} \) of piecewise polynomials of degree \( < r \) with \( 2n - 1 \) pieces. Here, we shall specify \( n - 1 \) of the breakpoints in advance, namely, the points \( k/n, k = 1, \ldots, n - 1 \). The other \( n - 1 \) breakpoints are free parameters. Hence \( \mathcal{M} \) has dimension \( (2n - 1)r + n - 1 \). To parametrize \( \mathcal{M} \), we use the vector \( a \) whose first \( n - 1 \) components \( 0 \leq a_{-n+1} \leq \cdots \leq a_{-1} \leq 1 \) are the free breakpoints of the piecewise polynomial \( M_n(a) \). It will be convenient to let \( t_j := a_{-n+j}, j = 1, \ldots, n - 1 \) and \( t_0 := 0, t_n := 1 \). Notice that we allow equality in the \( t_j \); this corresponds to a degenerate interval.

We let \( I_j, j = 0, \ldots, 2n - 1 \), be the \( 2n - 1 \) intervals determined by all the break points.

The other coordinates \( a_0, \ldots, a_{(2n-1)r-1} \) of \( a \) denote the coefficients of the polynomials \( P_j \) which serve to define \( M_n(a) \) on \( I_j \). Thus, \( P_j := a_{rj} + a_{rj+1}x + \cdots + a_{rj+r-1}x^{r-1}, j = 0, \ldots, 2n - 2 \).

Our main result is

**Theorem 5.1.** For \( X \) and \( K_{p,r} \) of Theorem 4.1, we have

\[
(5.1) \quad d_n(K_{p,r}) \approx n^{-r}.
\]

**Proof:** Because of Theorem 4.2, we need only prove the upper estimate \( d_n(K_{p,r})_X \leq C n^{-r} \). Since \( U(W^r) \subset U(W^1) \), we can restrict ourselves to the case \( p = 1 \). We can also assume that \( q = \infty \) because the case \( q < \infty \) follows from this. We shall define a continuous selection \( \bar{a} \) for \( K_{p,r} \) and an \( \mathcal{M} \) which will produce the error of approximation \( O(n^{-r}) \).
We first discuss how to continuously select the free breakpoints. For \( f \in K_{p,r} \) there is an integer \( 0 \leq k \leq n \) and points \( \tau_j := \tau_j(f) \) with \( 0 =: \tau_0 < \tau_1 < \cdots < \tau_k \leq 1 \), such that

\[
\int_0^{\tau_j} |f^{(r)}(s)| \, ds = j/n, \quad j = 1, \ldots, k \quad \text{and} \quad \int_0^1 |f^{(r)}(s)| \, ds = \theta + k/n - 1
\]

and \( 0 < \theta \leq 1/n \). We let \( \tau_j := 1, j = k + 1, \ldots, n \) and \( \tau(f) := (\tau_1(f), \ldots, \tau_n(f)) \).

Let \( \eta := 1/5n \). The Banach space \( Y := W_1^r \) is separable. Hence there are functions \( f_1, f_2, \ldots \) in \( K_{p,r} \) such that the balls \( B_j := B(f_j, \eta) \) (defined by \( ||\cdot||_Y \)) are a cover for \( K_{p,r} \). We let \( \{U_j\} \) be the refinement and \( \{\alpha_j\} \) be the partition of unity described in §2 for the sets \( B_j \) and the space \( Y \). For each \( U \), we let \( f_U \) be in \( U \cap K_{p,r} \) and we defined \( t(f) := (t_1(f), \ldots, t_n(f)) := \sum U \alpha_j(f_U) \tau(f_U) \). Then \( t \) is continuous on \( K_{p,r} \). We give some of its additional properties.

If \( g, h \) are in \( K_{p,r} \) and \( ||g - h||_Y < 4\eta \) and \( \tau_j(g) < 1 \), then

\[
i/n - 4/5n < \int_0^{\tau_j(g)} |h^{(r)}(s)| \, ds < i/n + 4/5n.
\]

This shows that for these \( i \),

\[
\tau_{i-1}(h) \leq \tau_i(g) \leq \tau_{i+1}(h).
\]

This is also true if \( \tau_i(g) = 1 \). Indeed, the left side is clear and if \( k \) is as in (5.2) for \( g \) then \( k < i \) and \( \int_0^k |h^{(r)}(s)| \, ds \leq \int_0^i |g^{(r)}(s)| \, ds + 4/5n = k + \theta + 4/5n \). This implies that \( \tau_{i+2}(h) = \cdots = \tau_n(h) = 1 \) as desired.

Since our cover is locally finite and \( t_i(f) \) is a convex combination of the \( \tau_i(f_U) \), we have \( t_i(f) \geq \tau_i(f_U) \) for some \( f_U \) with \( ||f - f_U||_Y < \eta \) and \( t_{i+1}(f) \leq \tau_{i+1}(f_U) \) for some \( f_U \) with \( ||f - f_U||_Y < \eta \). We apply (5.3) to \( f_U \) and \( f_U \) and find

\[
\tau_i(f_U) \leq t_i(f) \leq t_{i+1}(f) \leq \tau_{i+1}(f_U) \leq \tau_{i+2}(f_U).
\]

Hence,

\[
\int_{\tau_i(f)}^{\tau_{i+1}(f)} |f^{(r)}(s)| \, ds \leq ||f - f_U||_Y + \int_{\tau_i(f_U)}^{\tau_{i+1}(f_U)} |f^{(r)}(s)| \, ds \leq 4/5n + 2/n \leq 3/n.
\]

The first \( n - 1 \) coordinates of \( t(f) \) are our continuous selection for the free breakpoints. Let \( I_j := [a_j, b_j], j = 1, \ldots, 2n - 1 \) be the intervals which result when the \( t_j \) are united with the fixed breakpoints. Then the endpoints \( a_j(f) \) and \( b_j(f) \) vary continuously with \( f \) in \( Y \). For the interval \( I_j \), we let \( P_j(f, \cdot) \) be the Taylor polynomial of degree \( r - 1 \) of \( f \) for the midpoint of \( I_j \).

If \( g \rightarrow f \) in the norm of \( W_1^r(\Omega) \), then \( D^\nu g \rightarrow D^\nu f \) uniformly on \( \Omega \), for all \( 0 \leq \nu < r \). Since the midpoints of \( I_j \) are a continuous function of \( f \), we have that the \( P_j(g, \cdot) \) converge to the \( P_j(f, \cdot) \) as \( ||f - g||_Y \rightarrow 0 \).
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In summary, we have given a continuous selection $\bar{a}(f)$ defined on $K_{p,r}$. We now check the approximation by $M_n(\bar{a}(f))$. Since $|I_j| \leq 1/n$ and since by (5.4)

$$\int_{I_j} |f^{(r)}| \leq 3/n,$$

we have from the remainder in Taylor's formula

$$\|f - P_j\|_{L^\infty (I_j)} \leq |I_j|^{r-1} \int_{I_j} |f^{(r)}| \leq 3n^{-r}.$$

This shows that $d_m(K_{p,r}) \leq Cm^{-r}$ when $m = (2n - 1)r + n - 1$. For other values of $m$, this follows from the monotonicity of $d_m$. 
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