The effect of wavelet bases on the compression of digital mammograms
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ABSTRACT

An initial evaluation of various types of wavelet bases is presented in this study of compression of digital mammograms. Screen/film mammograms (23 cm × 28 cm) digitized at a spatial resolution of 105 µm per pixel and a dynamic range of 12 bits per pixel (4096 grayscale) were compressed at different rates (from 5 to 195 to 1) using standard, hyperbolic, and adaptive wavelet bases. Images containing a cluster of microcalcifications, one of the smallest signs of breast cancer, were selected for this study to facilitate the visual evaluation of the magnitude of losses produced by the wavelet coding. The quality and content of the compressed reconstructed images were evaluated quantitatively and qualitatively by calculating the mean square error of the difference between the original and the compressed reconstructed images and by visual examination of the compressed reconstructed data and comparison to the original. Our preliminary results indicated that several wavelet bases could offer high compression rates at relatively low losses, the nature of which depends on the type of wavelet family used for compression. Some of the methods, for example,
retain all diagnostic features, in our case the calcifications, at the expense of some obvious artifacts in the smoothness of the surrounding normal tissues. Others, retain both the diagnostic features and data smoothness at the expense of lower compression rates. The hyperbolic Daubechies-4, Biorthogonal-1-3, Daubechies-2, adaptive Haar, and Haar wavelet bases were consistently rated as the top six methods for compression with the smaller mean square errors and visually better image quality. These methods will, therefore, be used for further research on medical image compression.
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I. INTRODUCTION

We have previously reported on the use of Haar wavelets for the lossy compression of digital mammograms. Motivated by the results of our first study, we experimented with a variety of wavelet structures for the same purpose. We implemented various types of digital mammogram compression using standard, hyperbolic, and adaptive wavelet bases and we experimented with various compression rates in order to better understand the compression effects on the nature and quality of the images and the types of losses.

The need for high-rate compression algorithms in medical imaging has been repeatedly stated. It is generated by the requirements for high spatial resolution and dynamic range data which need to be stored effectively, accessed, and transmitted at high rates. It is also well known that screening digital mammography implies real-time availability to the radiologist of a series of large images per patient for comparative study and accurate diagnosis. Data storage, transmission and display technologies are challenged by these requirements. High-rate compression methods offer them a possible cost-effective solution.
Both lossless and lossy compression methods have been investigated for medical imaging applications.\textsuperscript{[5],[6]} Lossless methods have the advantage of errorless reconstruction but the disadvantage of small compression rates, on the order of 2 or 3 to 1.\textsuperscript{[7]} In contrast, lossy techniques can achieve very high compression at the expense of errors in the reconstructed images.\textsuperscript{[1],[8],[9],[10]}

Receiver operating characteristic (ROC) studies of compressed hand and chest images have shown that, in some contexts, approximately 10:1 lossy compression does not compromise diagnostic accuracy while 20:1 compression may be adequate for the transfer and archiving of similar data.\textsuperscript{[8],[11]}

The lossy compression techniques reported until now are mostly based on cosine transforms. For example, the Joint Photographic Experts’ Group (JPEG) still-picture standard of compression is based on block cosine transforms. As a result, blocking artifacts occur at the borders of the subimages in which the original image is partitioned. Experimental evidence indicates that for compression rates higher than 10:1, wavelet-based methods (with an appropriate encoder) substantially outperform JPEG. For this reason, we directed our studies toward wavelet-based algorithms, which have shown promising performance in the
areas of medical image enhancement\textsuperscript{[12]} and segmentation,\textsuperscript{[13]} and equal promise in image compression applications.\textsuperscript{[11],[14],[15],[16]} The present study is a continuation of our initial work on Haar wavelet compression of mammograms,\textsuperscript{[11]} the results of which indicated that Haar wavelets preserve breast features such as calcifications, even at high compression rates (\leq 50:1), but degrade the smoothness of the surrounding normal tissues, generating blocking artifacts similar to the JPEG technique. Based on these observations, we decided to pursue the implementation of smoother wavelet families that may improve the texture of the reconstructed images while keeping all important diagnostic information. This of course entailed the risk of creating different types of artifacts that would need to be identified.

The purpose of this paper is four-fold: (a) develop a variety of wavelet methods including standard, hyperbolic, and adaptive wavelet bases for the compression of high-resolution digital mammograms, (b) apply different levels of compression to the images and determine the dependence of the information loss on the compression ratio, (c) determine qualitatively the types of artifacts and errors introduced to the compressed reconstructed images by the various wavelets.
and make a relative comparison, and (d) discriminate among the various wavelet bases and select those worthy of further analysis and study.

II. WAVELET METHODS

Wavelet bases

Lossy wavelet-based compression algorithms have the following main ingredients: (a) a choice of wavelet bases to represent the image; (b) the transformation of pixel values to wavelet coefficients; (c) the quantization of the wavelet coefficients; and (d) the encoding of the quantized coefficients. The rendering of the compressed file then consists of decoding the encoded coefficients and then reconstructing pixel values from the quantized coefficients. The compressed image can be viewed as an approximation to the original.

There is a choice in steps (a), (c), and (d) as to the best methods and to a large extent these steps are interdependent and should be viewed together. However, the main purpose of the present paper is to investigate various choices of wavelet bases in step (a). We single out this step in order to focus on the most promising
bases for further study. We shall briefly describe the wavelet bases that we study in this investigation; a more detailed description of these wavelet bases can be found in the survey article by DeVore\textsuperscript{17} or one of the several papers we cite in this section. A discussion of steps (b), (c) and (d) will also be given here.

The construction of wavelet bases is usually implemented by using multiresolution analysis as introduced by Mallat\textsuperscript{18} and Meyer\textsuperscript{19}. In one spatial dimension, the starting point is a ladder of function spaces $V_k \subset L_2(\mathbb{R})$, $k \in \mathbb{Z}$ (the set of integers), which are assumed to have certain properties. The most important of these is the nesting assumption:

$$V_k \subset V_{k+1}, \quad k \in \mathbb{Z}.$$  

One also assumes that each space $V_k$ is obtained from each other by dilation. Thus $V_k$ consists of the dilates $\nu(2^k x)$ of functions $\nu$ from $V_0$. The usual examples in multiresolution analysis obtain the spaces $V_0$ from linear combinations of a function $\phi$ (called a scaling function) and its integer translates $\phi(x - j)$, $j \in \mathbb{Z}$. Wavelets describe how to obtain the finer space $V_j$ from the coarser space $V_0$. There are several possibilities but we limit our consideration to the following two.

**Orthogonal wavelets:** In this case, we consider the orthogonal projector
$P := P_0$ from $L_2(\mathbb{R})$ onto $V_0$. By dilation, we obtain the projector $P_1$ from $L_2(\mathbb{R})$ onto $V_1$. The residual projector $Q := P_1 - P_0$ describes the information that must be added to $V_0$ to obtain the space $V_1$. Namely, for any $f \in V_1$, we have

$$f = P_1f = P_0f + (P_1 - P_0)f = P_0f + Q_0f$$

The functions $P_0f$ and $Q_0f$ are orthogonal, i.e.

$$\int x P_0f(x)Q_0f(x)\, dx = 0.$$  

In terms of spaces, this means that $V_0$ is orthogonal to $W := V_1 \ominus V_0$ (the orthogonal complement of $V_0$ in $V_1$) and $Q_0$ is the orthogonal projector onto $W$.

The space $W$ is called the wavelet space and it represents the information that must be added to $V_0$ to obtain $V_1$. An orthogonal wavelet is a function $\psi$ whose integer translates $\psi(x-j)$ from an orthonormal basis for $W$. By dilation, the functions

$$\psi_{jk}(x) := 2^{jk} \psi(2^j x-j), \quad j \in \mathbb{Z}$$

are an orthonormal basis for $W_k := V_k \ominus V_{k-1}$. We thus obtain that $L_2(\mathbb{R})$ is the orthogonal sum of the $W_k$, $k \in \mathbb{Z}$.
\[ L_2(\mathbb{R}) = \bigoplus_{k \in \mathbb{Z}} W_k \]

and that the functions \( \{ \psi_{j,k} \}_{j,k \in \mathbb{Z}} \) are an orthonormal bases for \( L_2(\mathbb{R}) \). This means that each function \( f \in L_2(\mathbb{R}) \) has the representation

\[ f = \sum_{j,k \in \mathbb{Z}} \langle f, \psi_{j,k} \rangle \psi_{j,k} \]

with

\[ \langle f, g \rangle := \int_{\mathbb{R}} f(x)g(x)dx \]

the inner product of the two real-valued functions \( f \) and \( g \).

The simplest example of an orthonormal basis that can be constructed in this manner is the Haar basis, which starts with the generating function \( \phi = \chi_{[0,1]} \) (the characteristic function of the interval \([0,1])\) which is one on this interval and zero outside of it. The orthogonal wavelet \( \psi \) in this case is the Haar function

\[ H(x) := \begin{cases} +1, & 0 \leq x \leq 1/2 \\ -1, & 1/2 < x \leq 1. \end{cases} \]

While the Haar function has many remarkable properties, it is not continuous, which limits some of its potential applications in image processing. One of the remarkable achievements of Daubechies\textsuperscript{[20]} was to construct a family
of orthogonal wavelets $D_k$ that have compact support (i.e. vanish outside of a finite interval) and have smoothness (differentiability). The wavelet $D_1$ is the Haar wavelet. Increasing the parameter $k$ increases the smoothness and approximation capability of the wavelet but also increases the size of its support. Daubechies wavelets will be used in our compression algorithms for digital mammography.

**Biorthogonal wavelets.** One of the deficiencies of orthogonal wavelets is their lack of symmetry (only in the case of the Haar wavelets do the Daubechies wavelets have any kind of symmetry). Biorthogonal wavelets were constructed in part to remedy this deficiency. They can be constructed from multiresolution by using oblique projectors (in place of the orthogonal projectors) for $P$ and $Q$. The result is a function $\psi$ such that the family of functions $\psi_{j,k}$ of (1) forms a non-orthogonal basis for $L_2(\mathbb{R})$. Each $f \in L_2(\mathbb{R})$ has the representation

$$f = \sum_{j,k \in \mathbb{Z}} \langle f, \eta_{j,k} \rangle \psi_{j,k}.$$ 

with the $\eta_{j,k}$ obtained as in (1) from an appropriate function $\eta \in L_2(\mathbb{R})$.

There are many possibilities for biorthogonal wavelets but we shall limit our consideration to a very special class of biorthogonal wavelet obtained from
spline functions.\textsuperscript{[23]} They are indexed on two integer parameters $k$ and $l$ that relate to the size of the decomposition and reconstruction filters. The integer $k$ indicates that the dual wavelet function $\eta$ is a spline function of order $k$ (degree $k-1$) with breakpoints at the half integers. The dual wavelet $\eta$ has $l$ vanishing moments. A discussion of these wavelets and graphs of typical examples can be found in Ref.23.

**Bivariate wavelets**

Images are bivariate and need to be represented using bivariate wavelet bases. There are two natural ways to obtain bivariate wavelet bases from univariate wavelets.

**Regular bases.** The usual method for representing bivariate functions with wavelets is as follows. From the univariate scaling function $\phi$ and the corresponding wavelet $\psi$, we for the set $\Psi$ consisting of the three functions

$$\phi(x)\psi(y), \psi(x)\phi(y), \psi(x)\psi(y).$$

We denote the function in $\Psi$ by $\lambda := \lambda(x,y)$. The functions

\[\text{1521}\]
\[ \lambda_{j,k} := 2^k \lambda(2^k x - j_1, 2^k y - j_2), \quad j = (j_1, j_2), \quad j_1, j_2, k \in \mathbb{Z}, \quad \text{and} \quad \lambda \in \Psi \]
form a basis for \( L_2(\mathbb{R}^2) \). In this way, we can obtain the standard Daubechies \( D_k \) bivariate bases or the \((l,k)\) biorthogonal bivariate bases.

The function \( \lambda_{j,k} \) is a shifted dilate of the function \( \lambda \). Thus, what is characteristic of the standard bases is that each of the basis functions \( \lambda_{j,k} \) is a scaled version of one of the three functions in \( \Psi \). The support of \( \lambda_{j,k} \) is also a shifted-dilate of the support of \( \lambda \).

**Hyperbolic bases.** There is another natural bivariate wavelet basis which can be formed from the univariate wavelet \( \psi \); it consists of the tensor products

\[ \psi_{j,k}(x) \psi_{j',k'}(y), \quad j, j', k, k' \in \mathbb{Z} \]  

(2)

We call the functions in Eq. (2) hyperbolic basis to make clear its distinction from the standard basis.

One should note that in the hyperbolic basis, the dilation parameters \( 2^k \) and \( 2^{k'} \) are different in the two coordinate directions. The function \( \psi_{j,k}(x) \psi_{j',k'}(y) \) is, therefore, not simply a shifted dilate of the function \( \psi(x) \psi(y) \) since the scaling is different in the two coordinate directions. Similarly the support of \( \psi_{j,k}(x) \psi_{j',k'}(y) \) is scaled differently in the two coordinate directions. This results in rectangular
supports which may be much longer in one coordinate direction than in the other.

**Adaptive bases.** The standard and hyperbolic bases are not the only two possible bivariate bases that can be obtained from a univariate pair $\phi, \psi$. Suppose for example that the integer translates of $\phi$ and $\psi$ are orthogonal. We consider the totality of functions

$$
\phi_{jk}(x)\phi_{j'k'}(y), \quad \phi_{jk}(x)\psi_{j'k'}(y), \quad \psi_{jk}(x)\phi_{j'k'}(y), \quad \psi_{jk}(x)\psi_{j'k'}(y),
$$

where $j, j', k, k' \in \mathbb{Z}$. The two wavelet bases already mentioned are only special cases of orthogonal bases for $L_2(\Omega), \Omega := [0,1]^2$, that can be selected from the totality of functions in Eq. (3). We mention some examples in the special case of the Haar wavelets, which are useful in partitioning (segmenting) images. We start with any partition $\mathcal{R}$ of $\mathbb{R}^2$ into dyadic rectangles $R$. On each rectangle $R$, we can complete $\phi_{jk}(x)\phi_{j'k'}(y)$ to an orthogonal bases for $L_2(R)$ by adjoining a standard or hyperbolic Haar basis of $R$. Doing this for each rectangle $R$ results in an orthogonal basis for $L_2(\mathbb{R})$.

In image processing, the variety of orthonormal bases which can be selected from Eq. (3) allows one to adaptively choose a basis for the image at hand. While it is theoretically possible to describe best bases of this type
(assuming that the error is measured in $L_2(\mathbb{R})$), it is not efficient to implement these numerically. Instead one settles for a "good basis", selected according to some criteria, which can be found numerically.

**Wavelet representation of an image**

The utilization of wavelet bases in image compression begins with the representation of the image as a function $f$ defined on the unit square $[0,1] \times [0,1]$. The function $f$ is then expanded in its wavelet decomposition

$$f = \sum_k \sum_j \sum_{\lambda \in \mathbb{W}} c_{jk\lambda} \lambda_j \phi_{jk}$$

(4)

This is particularly simple in the case of the standard Haar basis in which case $\phi = \chi_{(0,1)}$ and $\psi = H$ the Haar function. Suppose that the image is given be a $2^m \times 2^m$ array of pixel values $(p_j, j = (j_1,j_2), 0 \leq j_1,j_2 < 2^m$. The function

$$f(x,j) = \sum_{j_1=0}^{2^m-1} \sum_{j_2=0}^{2^m-1} p_{j_1,j_2} \phi(2^m x - j_1) \phi(2^m x - j_2)$$

is piecewise constant on the unit square $[0,1]^2$ taking the value $p_j$ on the square $[2^{-m} j_1, 2^{-m} (j_1+1)] \times [2^{-m} j_2, 2^{-m} (j_2+1)]$.

The wavelet representation of Eq. (4) results from a change from the basis
Wavelet compression of an image

Calculating the coefficients of a wavelet expansion of a function $f$ that represents a mammographic image does not in any way compress the image. Compression is achieved by finding a wavelet approximation $\tilde{f}$ to $f$ where $\tilde{f}$ has few nonzero wavelet coefficients, using the wavelet coefficients of $f$ to determine the wavelet coefficients of $\tilde{f}$. This is generally accomplished by first quantizing the coefficients of $f$ to obtain the wavelet coefficients of $\tilde{f}$, and then coding these coefficients. We briefly discuss these aspects of wavelet image compression in this section.

The approximation $\tilde{f}$ is a wavelet expansion of the same type as used for $f$, but one attempts to have few nonzero terms in $\tilde{f}$. Which terms one chooses will depend on how one intends to use the compressed image $\tilde{f}$. DeVore et al.\textsuperscript{[16]} proposed the selection of one of a family of error metrics given by $L_p$ norms; if the pixels of $f$ are denoted by $p_j$ and the pixels of $\tilde{f}$ are denoted by $\tilde{p}_j$, then the $L_p$ norm of the difference between $f$ and $\tilde{f}$ is given by
\[ \left( \frac{1}{n} \sum_{j} |p_j - \hat{p}_j|^p \right)^{1/p} \]  

where there are \( n \) pixels in the image. For large families of orthogonal and biorthogonal wavelets and for large ranges of \( p \) (in particular, always for \( 1 < p < \infty \)), DeVore et al provided algorithms to make near-optimal choices of the wavelet coefficients used in \( \hat{f} \). We restrict attention in this summary to \( p = 2 \), the value of \( p \) that we found most useful for compressing digital mammograms.

When \( f \) and \( \hat{f} \) are expanded in terms of orthogonal wavelets, i.e.

\[ f = \sum_k \sum_j \sum_{w \in \Psi} c_{j,k,w} \psi_{j,k} \quad \text{and} \quad \hat{f} = \sum_k \sum_j \sum_{w \in \Psi} \hat{c}_{j,k,w} \psi_{j,k}, \]

then a simple calculation shows that the least error between \( f \) and \( \hat{f} \) for a given number of nonzero coefficients is achieved when one chooses a parameter \( \varepsilon \) and sets

\[ \hat{c}_{j,k,w} = \begin{cases} c_{j,k,w}, & \|c_{j,k,w} \psi_{j,k}\|_{L^2} \geq \varepsilon, \\ 0, & \text{otherwise}. \end{cases} \]

It is impractical and unnecessary to keep all the digits of nonzero coefficients \( \hat{c}_{j,k,w} \); in fact, one chooses as compressed coefficients any \( \hat{c}_{j,k,w} \) that satisfy
\[ \| (\tilde{c}_{j,k,w} - \tilde{c}_{j,k,w}) \psi_{j,k} \|_2 \leq \epsilon. \]

One can apply scalar quantization, for which one finds a parameter \( q \), determined by \( \psi \) and \( \epsilon \), called the quantization interval and determines integers \( \text{code}_{j,k,w} \) such that for all \( j \) and \( k \)

\[ \tilde{c}_{j,k,w} = \text{code}_{j,k,w} q. \]

It is these integers \( \text{code}_{j,k,w} \) that are coded. Some researchers have also used a technique called vector quantization to quantize the coefficients of \( f \). The same algorithm works with biorthogonal wavelets, and \( p = 2 \) can be replaced by any value of \( p \) strictly between 1 and \( \infty \).

It is of interest to characterize the images that can be compressed well by this algorithm. One may wish to know how the error between \( \tilde{f} \) and \( f \) decays as the number \( N \) of nonzero terms in the expansion of \( f \) increases. DeVore \( \& \) al showed that \( \| f - \tilde{f} \|_p \leq C N^{-\alpha} \) if and only if, roughly speaking, \( f \) has \( \alpha \) derivatives in \( L_q \) for \( 1/q = \alpha/2 + 1/p \). This result is of practical interest in that one may discover that a certain collection of images, in our case mammograms, have a characteristic smoothness that can be used to estimate the efficiency of the
compression algorithm before it is applied.

One can apply the same algorithm to functions expanded in orthogonal hyperbolic wavelet bases. The same algorithm for choosing near-best coefficients \( \tilde{c}_{j,k,v} \) applies, but there is not yet a complete characterization of images that can be compressed well using hyperbolic wavelet bases, as is described in the previous paragraph for the usual wavelet bases.

The use of adaptive bases introduces yet more flexibility in the choice of approximation \( \hat{f} \), since not only are the coefficients \( \tilde{c}_{j,k,v} \) at our disposal, but we can choose which functions to include in our basis. Although heuristic methods achieve rather high compression (in that the error between \( f \) and \( \hat{f} \) is rather small for a given number of nonzero coefficients in \( \hat{f} \)), there is not yet a near-optimal method for choosing either basis elements or coefficients. Of course, near-optimal methods are not really needed if heuristic methods yield better results than near-optimal methods applied to other types of wavelet bases.

We turn now to the question of how to code the integers \( code_{j,k,v} \). One simple way of coding these integers is to order them in some arbitrary order (either all together, or separating them into groups determined by their dyadic
level and possibly the function $\psi$) and applying an entropy coder to these long list of coefficients. Examples of entropy coders are Huffman coders and arithmetic coders. Huffman coders are simple, but since Huffman coders output at least one bit per code symbol, one cannot achieve high compression rates simply with Huffman coding when large fractions of coefficients are zero. Several researchers have achieved good results by combining Huffman coding of the nonzero coefficients with run-length coding of the zero coefficients. Since arithmetic coders can encode extremely common symbols in less than one bit, coders based on arithmetic coders can achieve relatively good efficiency without run-length coding of the zero coefficients of $f$. These techniques can be applied to any of the expansions mentioned above; however, since the total pool of possible bases elements for the adaptive basis is three times as large as for the other expansions, entropy coding of lists of zero and nonzero coefficients together requires more bits to encode each nonzero coefficient than with the other bases.

Recently several researchers have achieved good results by exploiting the natural tree-structure of the coefficients in the multiresolution expansion of $f$.

\cite{24,25} These so-called zero-tree coders exploit the oft-found spatial coherence
of nonzero coefficients in $\tilde{f}$ at the same multiresolution level and between levels. These algorithms apply equally well to orthogonal and biorthogonal wavelet expansions, but not immediately to hyperbolic wavelet bases or to adaptive wavelet bases. There is some hope that information about the adaptive basis selection algorithm could be passed on to a tree-structured coder to achieve good compression results for adaptive wavelet bases.

III. EVALUATION PROCEDURES

Images

Eight screen/film mammograms were considered for a first evaluation test of the compression algorithms. They all contained one biopsy-proven malignant cluster of calcifications embedded into parenchymal tissues of varying density. Calcification cases were selected because, by nature, they are more appropriate for studying the effects of lossy compression algorithms on the preservation of very small indications of cancer. All mammograms were digitized at a resolution of 105 $\mu$m/pixel and a dynamic range of 12 bits per pixel (4096 grey levels) with a
105 μm/pixel and a dynamic range of 12 bits per pixel (4096 grey levels) with a DBA digitizer (Melbourne, FL). The optical density range selected for the digitization was different for each mammogram and was determined from the optical densities of the brightest and the darkest spots on the films. This allowed the maximization of the intensity differences between the various breast features and thus maximum separation in pixel values between the microcalcifications and the surrounding tissues. At this point, sections of the images (512x512 pixels) containing the calcification cluster were used for compression. So the number of image pixels $n$ in Eq. (5) is 262,144. This dataset was also part of our initial study on mammogram compression where only Haar wavelets were used.\textsuperscript{11} Relative comparisons were thus possible.

\textit{Evaluation criteria}

A traditional and widely accepted way of evaluating medical image quality has been the subjective visual examination by an observer or ROC analysis. The logistics of this approach, however, are not suitable for algorithm discrimination and preliminary comparative studies among a variety of techniques. Quantitative
criteria are necessary for this purpose. In the signal processing area, several quantitative measures are proposed for the evaluation of the quality of compressed data with the most common being the mean square error (MSE) and its variants between the original and the compressed data. We have tested several $L_p$ metrics in this study and the $L_2$ error metric (MSE) was finally selected for comparisons. This is defined by

$$1\leq p\leq \infty$$

where the pixel coordinate $j=(j_1, j_2)$ with $1\leq j_1, j_2\leq 512$. There is, in general, poor correlation between the MSE and the visual, subjective quality measures but it is a criterion commonly used in signal processing that also facilitates the decision of the optimal quantization strategy in compression.\(\text{[1],[2]}\) We complement the MSE calculation by the difference image, which is determined by subtracting the compressed image from the original. The appearance of any structure in the difference data indicates loss of information from the original data due to the compression method. A featureless difference image with unstructured noise patterns indicates compression with minimum information loss.
IV. RESULTS AND DISCUSSION

The images were compressed in $L_2$ with the wavelet methods of Table 1 with compression rates from 5:1 to 195:1 using an increment of 5; compression rates were calculated in terms of the nonzero wavelet coefficients. Note that the compression and reconstruction time of a 512×512 pixel image took about 10 seconds on a Sun SPARCstation 10. Adaptive wavelet compression runs at speeds inversely proportional to the selected compression ratio; for 50:1 compression, the current algorithm required about 50 seconds of computation time.

The MSE was calculated at every compression step and plots were generated of the MSE versus the compression rate for every method. A representative studied case is shown in Fig. 1. This mammogram contains numerous calcifications (>40) compactly clustered in a 1.5×1.5 cm² area (about 140×140 pixels). The pixel values along an image row, indicated by arrow, are plotted at the bottom of the figure to indicate the signal smoothness and continuity prior to compression and reconstruction. Figure 2 shows these curves for the mammogram of Fig. 1. Only the best six wavelet methods are presented here.
The relative ranking of these six methods differs from one image to the other although not significantly; their performances are for most images comparable and overlapping. They consistently outperform, however, all other wavelet methods of Table 1 for the eight images tested in this study. According to Fig. 2, hyperbolic Daubechies-4 basis is the method of choice at any compression rate. It is followed by the Biorthogonal-1-3, the Daubechies-2, the adaptive Haar, the hyperbolic Haar, and the standard Haar. The hyperbolic Daubechies-4 basis showed in general the smallest MSE for rates up to 100:1 approximately. In some images, a sharp increase of the MSE was observed for rates greater than 100:1 and this method was outperformed by the Biorthogonal-1-3 and the adaptive Haar bases. A similar change was observed for the standard Daubechies-2 basis. Figure 3 presents an example of this behavior for one of the digital mammograms in our set. Note that the rate of change of the MSE was image dependent and a slightly different behavior was observed for each studied case. There may be a pattern for this behavior related to parenchymal tissue densities and degree of uniformity but a larger dataset need to be studied for definite conclusions.

The compression results from the hyperbolic Daubechies-4, the
Biorhogonal-1-3, the hyperbolic Haar and the adaptive Haar bases are presented in Figs. 4-7 respectively for the mammogram of Fig. 1. The same compression ratio of 50 to 1 is used for these displays. As in Fig. 1, the pixel values of the same image row are plotted on the compressed data to indicate the effect of compression on signal smoothness and continuity. The same scale is used in all plots. These results can be compared with those obtained previously from the regular Haar wavelets. As expected, Daubechies (hyperbolic or standard) and Biorhogonal wavelets result in smoother images than the Haar wavelets. However, the hyperbolic and adaptive Haar bases, although not entirely avoiding the so-called "block-effect", are significantly better than the standard Haar wavelets in terms of signal smoothness.

The visual evaluation of the quality of the compressed images by an expert mammographer indicated that images compressed with hyperbolic and adaptive Haar bases have better contrast than the smoother wavelets from a global point of view. Actually, in two of the cases, for compressions up to 25:1, the compressed reconstructed images were rated as having better contrast than the original. The Biorhogonal-1-3 and hyperbolic Haar compressions, however, seem to preserve
better locally the sharpness and the relative intensities of the calcification signals as well as the signal variations due to changes in parenchymal tissue density. At very high compression rates (greater than 100:1), image degradations caused by the smoother wavelets were of course more pronounced. They were manifested as losses of edge sharpness, contrast, or calcification morphology and they were occasionally worse than the degradations caused by the hyperbolic or adaptive Haar wavelets. This effect appears in the difference images where more structured noise is observed in the case of the smoother wavelets particularly in the area of the calcification cluster. In contrast, Haar wavelets, standard, hyperbolic, or adaptive, show more blocking artifacts but their difference images exhibit a more random structure.

V. CONCLUSIONS

The purpose of this work was to investigate cost-effective means for the storage, retrieval, and transmission of digital mammograms, as required for efficient computer assisted diagnosis in central and remote locations. Image
compression is an essential element of such means offering realistic solutions within a cost-effective mammography screening framework.

Based on the results of this study and our previous experience, we can conclude that wavelet-based methods are very promising for visually lossless digital mammogram compression at high rates. Wavelets such as hyperbolic Daubechies-4 and Biorthogonal-1-3 offered, as expected, higher smoothness in the compressed reconstructed images than the previously used Haar wavelets. The latter, however, still offer the advantage of higher contrast combining enhancement and compression processes in one step. New groups of wavelet bases have emerged from this study with significant theoretical advantages and very promising for medical image compression, namely the hyperbolic and adaptive wavelet bases. Only the Haar family was implemented in the adaptive mode but other wavelets are under investigation. Considering the variety of images encountered in mammography and the fact that the performance of a compression algorithm depends significantly on the contents of a mammogram, an adaptive selection of the optimum wavelet basis using individual image characteristics seems a promising approach to the compression of such data.
The MSE calculations offered a means for a first discrimination among the various wavelet compression techniques studied here although the MSE criterion is not sufficient for a full evaluation of the final candidates. Based on MSE values, however, complemented by difference images and visual evaluation of the quality of the compressed data by a radiologist, we were able to select the best methods for further clinical applications and investigations.
Table 1: Wavelet families, base types, and quantization strategies studied for digital mammogram compression.

<table>
<thead>
<tr>
<th>Wavelet</th>
<th>Types of Bases</th>
<th>Quantization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Haar</td>
<td>Regular</td>
<td>All $L_p$</td>
</tr>
<tr>
<td></td>
<td>Hyperbolic</td>
<td>All $L_p$</td>
</tr>
<tr>
<td></td>
<td>Adaptive</td>
<td>$L_2$</td>
</tr>
<tr>
<td>Daubechies</td>
<td>Regular</td>
<td>All $L_p$</td>
</tr>
<tr>
<td>2, 3, 4, ...</td>
<td>Hyperbolic</td>
<td>All $L_p$</td>
</tr>
<tr>
<td>Biorthogonal-1-3</td>
<td>Regular</td>
<td>All $L_p$</td>
</tr>
<tr>
<td>Biorthogonal -1-3&quot;</td>
<td>Hyperbolic</td>
<td>All $L_p$</td>
</tr>
<tr>
<td>etc</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
REFERENCES


FIGURES

1. Section of unprocessed digital mammogram (512×512 pixels) with a cluster of more than 40 calcifications indicated by arrow; the pixel values at a row indicated by the same arrow are plotted at the bottom of the image.

2. Plots of the MSE or L2-error metric calculations versus compression rate (number of nonzero wavelet coefficients) for the mammogram of Fig. 1; the results of the best six wavelet methods are plotted. The compression rate was changed in increments of five.

3. Plots of the MSE or L2-error metric calculations versus compression rate (number of nonzero wavelet coefficients) for a second mammogram from the studied set. The six wavelet methods with the smallest MSE are plotted. Note that the methods are the same as in Fig. 2 but their rank changes as the compression rate increases.

4. Hyperbolic Daubechies-4 wavelet compression (50:1) of the mammogram in Fig. 1; the values of the pixels at the same row as in Fig. 1 (indicated
by arrow) are plotted at the bottom of the image.

5. Biorthogonal-1-3 wavelet compression (50:1) of the mammogram in Fig. 1; the values of the pixels at the same row as in Fig. 1 (indicated by arrow) are plotted at the bottom of the image.

6. Hyperbolic Haar wavelet compression (50:1) of the mammogram in Fig. 1; the values of the pixels at the same row as in Fig. 1 (indicated by arrow) are plotted at the bottom of the image.

7. Adaptive Haar wavelet compression (50:1) of the mammogram in Fig. 1; the values of the pixels at the same row as in Fig. 1 (indicated by arrow) are plotted at the bottom of the image.
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