Commutative Algebra Problems
From Atiyah & McDonald

Thomas Yahl

Chapter 1

1.

2a.

Let A be a ring and « € A be nilpotent. Let n > 0 be such that 2™ = 0 and notice

(14 x) <7§:(1)ixi> =1+2"=1.

=0

Therefore, 1 + = is a unit.

For any unit a € A, we may write a +z = a(1 + a~'x) where a is a unit and 1+ e~ 'z is a unit since =z is

nilpotent ((a='z)™ = a 2™ = 0). Since the product of units is a unit, a + z is then a unit for any unit a € A.

Let A be a ring and
flz) = Zaizi € Alx].
i=0

Assume ag is a unit and a; is nilpotent for i > 1. Since a;x’ is nilpotent and the sum of nilpotents is nilpotent,
>" , a;z* is nilpotent. Therefore,

fl@)=ao+ Zaiwi
i=1

is the sum of a unit and a nilpotent. Therefore, f(z) is a unit.

Assume now that f(x) is a unit. Let

g(z) = ijfz:j € Alx]
§=0

be such that f(z)g(x) = 1. We must have

n m n+m
1= E a;x" g bjz? | = E crah, cp = g a;b;.
i=0 j=0 k=0 i+j=k

Immediately from this, agby = cg = 1 so ag is a unit. Now it will be shown that when f(z) is nonconstant, the
leading term is nilpotent. By (strong) induction, it will be shown that a’"'b,,_, = 0. The base case follows
immediately considering the term a,b,, = ¢pim = 0. Assuming the above for all values up to r, we have

ay, g aib; = aj cpym—r = 0.
1+j=n+m-—r
Notice now that each term with ¢ # n can be written as

r .7 . n—i—1/ r—n+i+1
A Qibj = Qb (r—pyi) = Qiay, (a], b,

—(7'—n+i)) =0

by our (strong) inductive assumption. Therefore, it follows that a’*1b,, . = 0 (the term where i = n) and our
induction is complete. When r = m, a”*1by = 0. Multiplying both sides by bo_l, a™*l = 0. Therefore, a, is
nilpotent and so a,z" is nilpotent.
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Notice now that

f(x) —apa”

n

is a unit since f(x) is a unit and —a,2™ is nilpotent. Following the above proceedure, a,_1 is nilpotent and
n—1

1T is nilpotent. Continuing this, we see that a; is nilpotent for ¢ > 1. (Formally, use induction)
Let f(x) now be nilpotent. Let n > 0 be such that (f(z))™ = 0. The constant term of (f(x))™ is exactly aj so
that ag is nilpotent. Notice that 1+ f(z) is a unit so that a; is necessarily nilpotent for ¢ > 1 from the above.

Let ag, ..., a, be nilpotent. Since a;2? is nilpotent for each 0 < i < n and the sum of nilpotents are nilpotent,
we have

is nilpotent.

If there exists a € A not equal to zero such that af(x) = 0, then f(z) is, by definition, a zero divisor.

Suppose that f(z) € Alz] is a zero divisor. Let

g(@) =) bl
j=0

be of minimal degree such that f(z)g(x) = 0. By (strong) induction is will be shown that a,_,g(x) = 0. For
the base case, consider a,g(z). Since anbm = cpiym = 0, we have that deg(a,g(z)) = m—1 and f(x)(ang(x)) =
anf(z)g(x) = 0. Since g was of minimal degree, this implies that a,g(xz) = 0. Assume now that a,_;g(x) for
0 <4 <r. Notice

Z aibj = Cm+n—r—1 = 0.

i+j=m+4n—r—1

For i > n—r—1, a;b; = 0 by our inductive assumption. There are no terms with ¢ < n—r—1 so that we must have
@p—r—1bm = 0. Therefore, a,,—,_1g(x) has degree m — 1 and satisfies f(x)(an—r—19(x)) = an—r—1f(x)g(z) = 0.
By minimality of g(x), we must again have a,,—,_1g(x) = 0. This completes our induction. Since a;g(z) = 0
for all 0 < i < n, we necessarily have a;by = 0 for all 0 < ¢ < n (or any coefficient from g(z)).

Let f(x),g(x) € Alz]. If f(x) is not primitive, then (ag,...,a,) C (1). The coefficients of f(z)g(x) are given
by the sums

cp = Z a;b; € (ag,...,an).
itj=k
Therefore, (co, ..., cntm) C (ag,...,an) C (1). This implies that f(z)g(x) is not primitive.

Assume now that f(z) and g(z) are both primitive, that is, (ag, ..., an) = (bg,...,bm) = (1). If f(x)g(x) is not
primitive, (co, ..., Cntm) 7 (1). Since every proper ideal is contained in a maximal ideal, (cq, ..., Cp4m) € M
where M is a maximal ideal of A. Let ig and jo be minimal such that a;, ¢ M and b, ¢ M (they cannot all
be in M since it is not equal to (1)). Consider

Z aibj = ciy1jo € (Coy- s Cnim) € M.

t+j=tio+jo
For indices such that i > 49, j < jo and so a;b; € (co,...,Cnym) € M. Similarly, for indices such that ¢ < i,
a;bj € (co, .-, Cntm) € M. Therefore, we have

Qigbjy = Cigtgo — D aibj € M.
i+j=i0+jo
i#10,J#Jo
Since M is maximal, it is prime. This is a contradiction because it implies that either a;, € M or b;, € M.
This implies that f(x)g(z) is necessarily primitive as well.
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By induction on n, it will be shown that the above results carry over to the polynomial ring Alxy, ..., z,].

The base case is exactly the last problem, so assume the above for a fixed n and consider A[zy,..., 2 41] =
Alzy, .. zp][Tnt1]-

From the previous problem, any unit f(z1,...,2nt1) € Al21,...,25][Xn11] necessarily has coefficients a; €
Alxy,...,zy] such that ag is a unit and a; is nilpotent for ¢ > 1. By our inductive hypothesis, ag then has unit

constant term and nilpotent coefficients otherwise and a; has all nilpotent coefficients. Therefore,
flre,...,xn) = Zai(:ﬂl, e Tn)Th
i

has a unit constant coefficient and all nilpotent coeflicients otherwise. Conversely, if the constant coefficient of
f(z1,...,xp41) 18 a unit a € A and the rest are nilpotent, the first problem lets us build

o i Tntl
flxr,...,xpy1) =a+ E Qiy,ooig 1 O] - Ty
By nyint1
as the sum of a unit and nilpotent, which is then a unit.

Following the same process as above, a nilpotent f(z1,...,%nt1) € Al21,...,2p][Tns1] then has all nilpotent
coefficients. Similarly, if all the coefficients are nilpotent, each monomial is nilpotent, and so f(z1,...,Zp+1)
is nilpotent.

If there is an a € A such that af(z1,...,2,01) =0, then f(x1,...,Tp41) is a zero divisor. Conversely, if

flz) = Zai(xl,...,:cn)x;+1

is a zero divisor, there is an element g(x1,...,x,) € Alz1,...,2,] such that
ai(x1, ..., xn)g(x1,...,2,) =0.
Therefore, each a; € A[z1,...,z,] is a zero divisor. By our inductive hypothesis, there exists b; € A such that

bja;(x1,...,x,) = 0. The product b =[], b; then satisfies bf (z1,...,2n41) = 0.

This completes the use of induction.

For the last part of the problem, the proof follows almost verbatim, with obvious modifications. In the first
part, each ¢; is a linear combination of the coefficients of f and so the ideal they generate is a still a subset

of the ideal formed by the coefficients of f. For the other direction, the idea of the proof is the same, it just
amounts to check indices.

. The nilradical, 9, is always a subset of the Jacobson radical, J, by the alternative definitions (a € 9 iff a is

nilpotent and a € J iff 1 — ba is a unit for all b € A). For the opposite inclusion, let f(z) € A[z] be such that
f(x) € 3. Since 1 + xf(x) is a unit, the coefficients of the nonconstant terms are necessarily nilpotent. Since
the coefficients of the nonconstant terms of 1 + xf(x) are the coefficients of f(z), the coefficients of f(z) are
nilpotent. This then implies that f(z) is nilpotent, that is, f(x) € 91. This shows the opposite inclusion holds
and so Nt = 3.

Let A[[z]] be the ring of formal power series. Let f(z) € A[[z]] be a unit. Let g(z) € A[[z]] be such that
f(z)g(x) = 1. Writing out f(z) and g(x) in terms of coefliceints, the constant term of the product is exactly
the product of the constant terms and is equal to 1. Therefore, the constant term of f(x) is a unit.

Conversely, let

fla) =Y aa’ € Alla]

be such that ag is a unit. Define by = a, ! and recursively define

k—1

b =—ag" Y ax_ibi, k> 1.
=0
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Let

o) =3 by’ € Alle]

and notice that by definition

aobo = 1, Z aibj =0.
itj=k

Therefore,

F@)g(a) = 3 et =1

and so f(x) € Al[z]] is a unit.

Let f(z) € A[z]] be nilpotent (with coefficients a;). The claim is that the coefficient of the lowest degree term
is nilpotent. This follows immediately from considering powers of f(z) and looking at the term of lowest degree.
It is exactly the term of lowest degree in f(x) raised to the same power. Therefore, if f(z) is nilpotent, so is
the term of lowest degree. Since x* is not a zero divisor for any k > 0 (consider the evaluation map x + 1), it
must be that the coefficient is zero and so is nilpotent.

With the above in mind, it is easy to prove by induction that every coefficient of f(x) is nilpotent. The base

case, the constant coefficient of f(x), follows exactly from the above. Assume that the first k coefficients of

f(x) are nilpotent. Then Zf;ol a;x" € A[[z]] is nilpotent and so

k—1
f(z) = Z a;x' = Z a; "
i=0 i>k
is nilpotent. Using the above, aj is then nilpotent as well. Therefore, a; is nilpotent for ¢ > 0.
(Note: This proof works in A[z] as well, but it not the most efficient)
Let f(x) € A[x]] be such that f(x) € J. Then for all b € A, 1 — bf(z) is a unit (in A[[z]]) and so the constant
term 1 — bag is a unit in A. This implies that ag € J.

Assume now that ag € J. For all g(z) € A[[z]], 1 — f(x)g(x) has constant term given by one minus the
product of ag and the constant term of g(x). Since ag € J, this implies that the constant term is a unit and so
1 — f(z)g(x) is a unit as well. Therefore, f(z) € J.

Let m C A[[z]] be a maximal ideal and m® C A be its contraction under the inclusion map i : A — Al[z]].
Notice first that (x) C m since otherwise, m C m+ () C (1). The latter inclusion can be seen to be proper by
writing 1 = m(z) + = f(x) with m(x) € M and f(x) € (z). This implies the constant term of m(z) is 1 and
so any element of A[[z]] can be written with coefficients in M by solving a triangular system of equations. In
particular, if

m(z) =1+ Zmia:i, f(z) = Zaixi € Al[z]],
i>1 >0
we may write

k

f(z) =m(z) chffj €m, ¢ = ap, Ck4+1 = k41 — chmk—jﬂ-
j=0 j=0

This follows from the fact that

n n n—1 n
§ m;c; = E MiCp—i = Cp + E mMiCpn—5 = Qn — E CiMp—j + E M;Cpn—4 = Qn.
1=0 =1 7=0 i=1

1+j=n



Se.

This implies m = A[[z]] and contradicts the maximality of M. Therefore, (z) C m. Now define the map
¢+ Al[z]] = A/m° by ©(>"; a;x*) = [ag]. The kernel of this map is given by

kerp = Zaixi € Al[z]] s ap € m¢ =i~ (m)
i>0

If i(ag) € m then (z) C m implies we have Y, a;z° € m so that ker p C m. Similarly, for any >, a;z’ € m, we
may write

a0+Zaixi:Zaixi€m = aqp €Em = ag € m".
i>1 i>0

Therefore, the opposite inclusion holds as well and so we have that ker ¢ = m. By the first isomorphism
theorem, A[[z]]/m ~ A/m® as rings. Since A[[z]]/m is a field, this implies that A/m¢ is a field and so m® is
maximal.

Clearly, (m¢, z) C m (considering m¢ = i(m¢)). Conversely, for any element

E a;xt =ag+x g a;z"l em,

i>0 i>1

since ker ¢ = m from above, we have exactly that ay € m® and so the above is an element of (m®, x). Therefore,
we have m = (m€, z).

Consider the map 7 : A[[z]] = A and let P C A be a prime ideal. Let 7~!(P) be a prime ideal of A[[z]] and
notice

(r=H(P) =i~ (a7 (P)) = (moi) " (P) = P.
Therefore, every prime ideal P C A is a contraction of a prime ideal of Al[x]].

Let A be a ring such that every ideal not contained in the nilradical 9t contains a nonzero idempotent element.
As in one of the previous problems, the nilradical is always a subset of the Jacobson radical (« nilpotent implies
1 — 2y a unit for all y). Assume that equality does not hold. We then have that 9 C J and so by assumption,
there exists a nonzero idempotent e € J. Note that since e € J, 1 — e is a unit. We then have

2

e(l—e)=e—e‘=e—e=0 = e=0

This contradiction implies that we must have 91 = J.

Let A be a ring such that for every x € A, there exists n > 1 such that 2" = z and let P C A be a prime ideal.
Consider the quotient A/P, which is an integral domain since P is prime, and let [z] € A/P be nonzero. For
n > 1 such that 2™ = x, we see

Since [z] # 0, [#]"~! =1 and so [z][z]"~? = 1. Therefore, every nonzero element of A/P is a unit. This implies
that A/P is a field and so P is maximal. Since P was arbitrary, every prime ideal of A is maximal.

Let A be a nonzero ring. Ordering the prime ideals of A under reverse inclusion, I < J iff J C I, it suffices by
Zorn’s lemma to show that every chain of prime ideals I < Iy < ... (that is, ... C Iy C I;) has a maximal
element. Let I = NI, be an ideal of A. Clearly, I C I, so that I,, < I and [ is a maximal element if I is
prime.

Suppose that a,b € A are such that ab € I. If b & I, there exists n > 1 such that b ¢ I,,. Then since
ab € T C I, this implies a € I, and a € Ij, for 1 < k < n (by inclusion). Since b &€ I,,, b & Ij, for k > n. Then
ab € I C I, implies a € I, for k > n. Therefore, a € I} for £k > 1 and so a € I. Therefore, I is prime so that
by Zorn’s lemma, the set of prime ideals has a maximal element under reverse inclusion, that is, a minimal
element under inclusion.
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Assume a is the intersection of prime ideals p;. If 2™ € a, then 2™ € p; for all i so that x € p for all ¢ and so
x € Np; = a. That is, r(a) = a.

Conversely, let r(a) = a. If 7 : A — A/a is the projection map, we may write r(a) = 7~ (M) where 91 is the
nilradical. Since M is the intersection of all prime ideals in A/a, which is in a one to one correspondence with
the prime ideals of A that contain a (via p <> 7= 1(p)), we have that

a=r(a)= ﬂ p.

p prime
aCp

(i) = (ii) Let p be the unique prime ideal of A and a € A. If a is not a unit, then (a) is a proper ideal
and is so contained in a maximal ideal, which is then prime and hence, p. Therefore, a € p. Since I is the
intersection of all prime ideals of A, 91 = p and so every non-unit of A is nilpotent.

(16) = (i4i) Let [a] € A/ be nonzero. Since any representative a € A is a unit, we have
[alla™"] = [aa™"] = [1].

Therefore, [a] is a unit. Since [a] was arbitrary, this implies that A/ is a field.

(#4i1) = (i) If there is more than one prime ideal, 91 is properly contained in some prime ideal. Then A/M is
not a field since the prime ideals of A containing 1 are in a one-to-one correspondence with the ideals of A/
(and there is some prime ideal containing 91 so there are nontrivial ideals of A/9).

Let A be a Boolean ring and x € A. Notice

r+l=(+1)?=2"+2r+1=(z+1)+2z = 22=0.

Let p be a prime ideal of A and consider A/p. For any = € A/p, x # 0, we see

2

O=2"—-z=z(z—-1) = z=1

Therefore, there are only two elements of A/p, 0 and 1. Since every nonzero element is a unit, A/p is a field
and so p is maximal. (Note: One can use a previous problem to show that p is maximal)

Let a = (ao, ..., ay,) be a finitely generated ideal of A. First, we will find a more appropriate generating set for
a. Define v; = a7 and

j—1
Uj:aj+aqu)i, 1<j<n.
i=1
Clearly, v; € a so that (v1,...,v,) C a. Similarly, a; € (v1,...,v,) and
j—1
aj; = v; —aiji € (’Ul,...,’l}n)
i=1
for 1 < 7 < n. Therefore, a C (v1,...,v,) so that a = (vq,...,v,). The utility of this new generating set will

now be shown. It will be shown by induction on j that for ¢ < j, v;u; = 0. The base case, j = 1, is trivial since
there are no indices less than 1. Assume that for a fixed j, v;v; =0 for i < j. For ¢ < j + 1, we see

J
ViVj41 = V4 <Gj+1 + aj41 E Uk)

k=1
J
= V0541 + G541 E V; Uk
k=1

2 § § :

= ViGj41 + V;aj41 + i1 ViV + Qi1 Vi Uk
k<i i<k

== 2viaj+1 =0.



Using this, we then have that v;v; = d;;v;. Let v =) v;. Clearly, v € (v1,...,v,) = a and
n
v; = Zvivj =vv € (v).
j=1

Therefore, a = (vq,...,v,) C (v). Combining these inclusions, we have that a = (v).

12. Let A be a local ring and e € A be an idempotent such that e # 1. Since 0 = e(1 —e), e cannot be a unit, since
this would imply e = 1. Therefore, e is contained in the unique maximal ideal of A, which is necessarily equal
to the Jacobson radical Jj. Therefore, 1 — e is necessarily a unit and the above equation implies that e = 0.
Therefore, the only idempotents of a local ring are e = 0, 1.

13. Let K be a field and ¥ be the set of irreducible, monic polynomials in one variable and coefficients in K. Let
A be the ring of polynomials in indeterminants z; indexed by f € ¥ and a be the ideal of A generated by
polynomials of the form g;((zn)nex) = f(zy) for f € . Assume there exists gy, € A such that

n
1= ngi'
=1

Since each element of the right hand side is nonconstant, degy, g, > 1. Since degy, gy, = 0 for i # j, the right
hand side has degree degy, gy, as a polynomial in f;. Since the left hand side is constant, this is a contradiction.
Therefore, 1 ¢ a. Therefore, a is contained in some maximal ideal m. Let K’ = A/m. Notice that K is a
subfield of K’ via K — A — A/m, which is injective since it is nontrivial (1 doesn’t map to 0). For any

fex, f([zs]) =[f(xr)] = [0] so that every irreducible, monic polynomial in K|z] factors over K’. Since every
polynomial can be uniquely written as a product of irreducible, monic factors, every polynomial of K[z] factors
over K'.

Let K = K’ and K("*Y = (K(™)'. Let L = UK™. L is a field since for any x,y € L, z,y € K™ for n
sufficiently large so that = +y, zy, x/y are in L. For a polynomial F' € L[z], the coefficients are in K™ for
some sufficiently large n. Then F factors over K(™*1 into factors of lesser degree. For k sufficiently large,
F then factors into linear factors over K("*t%) and hence, over L. Therefore, every polynomial in L[z] splits
into linear factors over L. Let K C L be the set of elements of L that are algebraic over K. Since algebraic
extensions of algebraic extensions are algebraic, K is an algebraic extension of K. For any polynomial with
coefficients in K, it splits into linear factors over L and since each root is then algebraic over K, it is algebraic
over K and hence, in K. Therefore, K is an algebraic closure of K.

14. Let A be a ring and X be the set of ideals whose elements are all zero-divisors. By Zorn’s lemma, it suffices to
show that any chain

ap Cay C...

of elements in ¥ has an upper bound. Let a = Uq,;. It is easy to see that a is an ideal and every element is an
element of a; for ¢ sufficiently large and hence a zero divisor in A. Since a; C a, a is an upper bound of this
chain and by Zorn’s lemma, maximal elements of 3 under inclusion exist. Let b be a maximal element of
under inclusion and ab € b. Then there exists ¢ € A such that abc = 0. If a ¢ b, then a(bc) = 0 implies that
bc = 0 so that b is a zero divisor. By maximality, b € b since otherwise, b C (b,b). Therefore, b is prime.

The union of all maximal elements of X is the set of all zero-divisors of A and a union of prime ideals. This
completes the proof.

15a. Let A be a ring and X be the set of all prime ideals of X and for a subset E C A, define V(E) to be the set
of prime ideals containing FE. Let a be the ideal generated by a set E. Since E C a, any ideal containing a

contains F so that V(a) C V(E). Conversely, any ideal containing F necessarily contains a (as the smallest
ideal containing E). Therefore, V(E) C V(a). Therefore, V(E) = V(a).

Similar to above, since a C r(a), V(r(a)) C V(a). Conversely, since r(a) is the intersection of all prime ideals
containing a, it is contained in every prime ideal that contains a. That is, V(a) C V(r(a)). Together, we have
that V(r(a)) = V(a).

15b. Clearly, every prime ideal contains 0 so V(0) = X. Since no prime ideal is all of A, V(1) = 0.
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Let {E;};cr be any family of subsets of A. Notice that for P € X such that UE; C P, E; C P for each P so that
P € NV(E;). Conversely, for P € NV (E;), E; C P for each i € I so that UE; C P. Therefore, P € V(UE;).
Combining these, we have that

1% <U Ez-> =[V(E).
iel iel
Notice that 2™ € anb if and only if z™ € a and ™ € b. That is, r(anNb) = r(a) N r(b). Now ab Canb
implies r(ab) C r(anb). For 2™ € anb, 2™ € ab so that z € r(ab). Therefore, the opposite inclusion holds
and
r(ab) = r(anb) =r(a)Nr(b).
Using that V(a) = V(r(a)), we then have that
V(anb) =V(ab).
Any ideal that contains a or b contains ab. Therefore,
V(a) UV (b) CV(ab) =V (anb).

Conversely, let P € X be such that anb C P. If a € P and b € P, we may take an element of each not in P
and multiply them. The result is in aN b, but not in P (by primality). Therefore, either a C P or b C P. This
implies that the opposite inclusion holds as well and so we have

V(anb) =V(a) UV (b).

For f € A, let X; C X be the complement of V((f)). These are open sets of X (since from the above, the
sets V(FE) satisfy the axioms of closed sets for a topology). Note that from the above, any open set U can be
written as the complement of V(E) for some subset E C A. For any f € E, we then have that V(E) C V((f))
so that Xy C U. For any two open sets Xy and X,, Xy N X, = X4 from below. With these two properties,
the sets of the form X constitute a base for the Zariski topology on X.

Let f,g € A. X;N X, = X;, amounts to showing that V((fg)) = V((f)(g)) = V((f)) UV ((g)), but this
follows exactly from the fact that

V(ab) =V(anb) =V(a) UV(b).
Therefore, X N Xy = Xyq.

If f is nilpotent, f is contained in every prime ideal and hence, V((f)) = X and X; = (. Conversely, if X; = ()
and V((f)) = X, then f is contained in every prime ideal and hence, in the nilradical. Therefore, f is nilpotent.

If f is a unit, then V((f)) = 0 so that Xy = X. Conversely, if f is not a unit, then (f) is a proper ideal and
hence, contained in some maximal (and therefore, prime) ideal. This implies that V((f)) # 0 so that X # X.

Ifr((f)) = r((g)), we immediately have that V/((f)) = V((9)) and Xy = X,. If X; = X, then V((f)) = V((9))
and a prime ideal P € X contains f if and only if it contains g. Since r((f)) is the intersection of all prime
ideals that contain (f), we may then say that r((f)) = r((g)).

Since {Xs}rea is a basis of the Zariski topology on X, it suffices to show that any open cover by sets of this
form has a finite subcover (since every open set contains a set of this form). Let {X/, }icr be an open cover of
X by elements of our basis. We then have

0=V =V (U(ﬁ:)) 4 ((U(m)) =V((f)ier)-

i€l el iel

Therefore, we must have that (f;);cr = (1) (since otherwise, it is proper and contained in some maximal and
hence, prime, ideal). We may then write

k
1:Zgjfij, gf € A.

j=1
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This implies that (f;,)5_, = (1) and so

0=V((f,)j-) =V (U(f») =(V((£,)

il i€l
Therefore, X = UX fi; and so there is a finite refinement of this open cover. Therefore, X is quasi-compact.

Let f € A and X be an open set. Let {X, }icr be an open cover as above. We see

Xy C U Xy, = V((fi)ier) S V((f))-
i€l
That is, every prime ideal containing (f;);cr contains (f). This implies 7((f)) C r((fi)icr). Then f € r((f)) C
/(i )ier) so that

p
= Zgjfij, gj € A.

j=1
Therefore, f € r((f, )2?:1) so that V' ((fi, )?:1) CV((f)) and so Xy C UXy, . Therefore, X is quasi-compact.

If U = UXy, is a finite union of open, quasi-compact sets, then U is open and quasi-compact (from basic
topology). Conversely, if U is an open, quasi-compact set, U can be written as a union of Xy,, U = UX}, since
these sets form a basis for the Zariski topology. Letting {X,} be our open cover, we get a finite refinement of
this open cover, of which contains U and is a subset of U. Therefore, U is this finite union of X fij:

If p € X is maximal, clearly, V(p) = {p} is a closed subset of X. Conversely, if p is not maximal, it is contained
in some prime ideal. Since every closed set has the form V(E) for some subset £ C A, we then have that every
closed set containing p contains this prime ideal containing p. Therefore, {p} is not closed.

Clearly, any closed set containing p necessarily contains all prime ideals that contain p. Therefore, V() C {pﬁ
Conversely, V(p) is a closed set containing p. Therefore, {p} C V(p). Therefore, we have that {p} = V(p).

qe {TL<:> p C q Clearly, if p C q, then every closed set containing p contains q so that q € @ Conversely,
if g € {p}, then q is contained in every closed set that contains p. In particular, ¢ € V(p), which implies that

pCa

Let p,q € X be distinct. If there are no neighborhoods of X that contain one of these ideals and not the other,
then all open and closed sets that contain one contain the other. In particular, ¢ € {p} and p € {q}. This
imply that p C q C p so that p = q. This contradiction shows that some separating neighborhood necessarily
exists for either p or q so that the Zariski topology is a TO space.

Let A be a ring, X = Spec(A) and 91 be the nilradical of A. Assume 91 € X and let U and V be nonempty
open subsets of X. If U = V = X, then they intersect. Otherwise, the complement of the open set U NV is a
nonempty closed set and so has the form V(FE) for some E C A. Since V(E) # X, there is some prime ideal
that does not contain E. Therefore, E € 9. This implies that 91 € U NV and so the intersection is nonempty
and X is irreducible.

Conversely, assume that 91 is not prime. Then there exists a,b € A such that ab € 91, but a,b ¢ M. Since
a,b ¢ N, we have that V(a) # X # V(b). Notice that V(a) # V(b) since V(a) = V(b) implies

V(a) = V((a)) NV ((b)) = V((a)(b)) = V(ab) = X
since ab € M. However, this contradicts a € M. From this, it follows that X, X; # 0, X, # X3, and
X.NXp=Xg =0.
Therefore, X is not irreducible.

Let X be a topological space and Y an irreducible subspace. Consider Y. For any nonempty, _open sets
UV C Y there exists open sets U VCXsuhthat U=UNY andV =V NY. Then, U = UNY and
V' =VNY are open subsets of Y. They are easily checked to be nonempty (for any point z € U every
neighborhood intersects Y since x € Y. Then the points of this neighborhood in Y are in U’ also). Then there
exists an element of U’ N V', but this element is also then in U NV as desired.



20b.

20c.

20d.

21a.

21b.

By Zorn’s lemma, it suffices to show that for an ascending chain of irreducible subspaces
Yl g 1/2 g cee

that Y = UY; is an irreducible subspace as well. Let U,V C Y. For sufficiently large n, we have that U,V C Y,
so that U NV # () since Y,, is irreducible. The result then follows.

From the first part, if ¥ is a maximal irreducible subspace, Y is an irreducible subspace so that by maximality

Y C Y which implies Y = Y and Y is closed. By repeating the previous part with ascending chains of
irreducible subspaces containing a point x € X, we see that every point z € X is contained in a maximal
irreducible subspace.

If X is Hausdorfl, singletons are closed (and of course, irreducible). If a subset ¥ C X has more than one
point, there exists disjoint neighborhoods of any two points, which implies that Y is not irreducible. Therefore,
the irreducible subspaces are exactly the singletons. Since there are no inclusions among singletons, these are
exactly the maximal irreducible subspaces as well.

Let A be a ring and X = Spec(A). Let p be a minimal prime ideal and consider V (p). For any two nonempty
open sets Uy, Us C V(p), we may write

Ui =V(p) \ V(E:)

for some subset E; C A. Notice that p & V(E;) UV (E3) since p € V(E;) implies that V(p) C V(E;) so that U;
is empty. Therefore,

peVp)\ (V(E)UV(E))=UNV.

Therefore, V(p) is an irreducible subspace of X.

Assume that V(p) C Y for some subspace Y C X. Then there exists some ideal q € Y\ V(p). That is, p Z q.
Notice

VIiNaluve =v || =2
9z q€Z
pZa

Here, we have written Z as the union of two distinct (not hard to see since neither is the whole space) closed
sets. Taking the complement, we get two open sets with empty intersection. Therefore, Y is not irreducible.
This implies that V(p) is maximal and that the irreducible components of X are V' (p) for minimal prime ideals

p.

Conversely, if Y is a maximal irreducible closed subspace, Y = V(a) = Spec(A/a) for some ideal a which is
irreducible if and only if My, is prime. This ideal is prime if and only if its contraction is prime, but its
contraction is exactly r(a), which is prime if and only if a is prime. Then Y = V(a) = V(r(a) = V(p) for some
prime p. It is clear that this is maximal if and only if p is minimal.

Let ¢ : A — B be a ring homomorphism, X = Spec(A), and Y = Spec(B). Let ¢* : Y — X be the map

¢*(p) = ¢~'(p). Fix f € A. Notice that for p € Yoy = Y \V(¢(f)), ¢(f) & p implies f & ¢~ (p) = ¢*(p)-
Therefore, ¢*(p) € Xy so that p € (¢*)71(Xy). Conversely, for p € (¢*)"1(X¢), ¢*(p) € Xs implies f ¢
¢*(p) = ¢~ (p). Therefore, ¢(f) & p and p € Yy (). Combining inclusions, we get that

(0") 7 (X5) = Yo(p)-
Since the open sets Xy form a basis for the topology on Y and their preimages are open in X, ¢* is continuous.

Let a be an ideal of A. For b € (¢*)~*(V(a)), ¢~ 1(b) = ¢*(b) 2 a implies that b D a® so that b € V(a®). That
is, (¢*)~1(V(a)) C V(a®). Conversely, let b € V(a®), that is, b D a®. This implies

p*(b) =b°Da*“Da = be (¢*) (V(a)).

Therefore, V (a¢) C (¢*)~1(V(a)). Combining inclusions, we get the result.

10



2lc.

21d.

2le.

21f.

21g.

Let b be an ideal of B. Clearly, ¢*(V (b)) C V(b°) so that ¢*(V (b)) C V(b¢). For the opposite inclusion, let
#*(V (b)) C V(a). This implies that a C ¢~!(q) for every q € Y such that b C q. That is,

ac ()¢ (a)

qey
bCq
Therefore,
VI ¢ @] cVi
qey
bCq
However,

V() =V(r(e ' (0) =V(e ' r@)) =V | [ Na| |=V][)e¢ '@
qey qey
bCq bCq

From this, V' (b°) is contained in the closure ¢*(V'(b)). Therefore, the result holds.

Assume now that ¢ : A — B is surjective. Consider the induced map ¢* : Y — X. For every b € Y,
¢*(b) = ¢71(b) D ker ¢ so that ¢*(b) € V(ker ¢) so that we may consider ¢* as a map ¢* : Y > V(ker ¢). As
noted in a previous problem, this map is continuous.

Define a map ¢ : V(ker ¢) — Y by ¢(a) = a® = ¢(a) (because ¢ is surjective, this is in fact an ideal). To show
that this actually maps a prime ideal a € V(ker ¢) to an element of Y, let b = ¢(a1) and by = ¢(as) be such
that ¢(aras) = b1by = ¢(as) € a® = ¢(a). This implies ajas = ag + k for some k € ker ¢, but ker ¢ C a so this
implies ajay € a. Since a is prime, this implies that either a; € a or ay € a so that either by = ¢(a1) € a® or
by = ¢(az) € a®. Therefore, a is prime. It is easy to see that since ¢ is surjective, a®® = a and b°® = b, so that
el =9

All that remains is to show that ¢ is continuous, it will be shown that the preimage of a closed set is closed.
Let V(b) CY be closed. Notice

@1 (V (b)) = ¢"(V(b)) = {p°: b C p} = V(b°).

Therefore, ¢ is continuous and so ¢* : Y +— V(ker ¢) is a homeomorphism. In particular, if 7 : A — A/ is
the quotient map, 7* : Spec(A4/M) — Spec(A) is a homeomorphism.

Notice the following.

¢*(YV) = ¢*(V({0})) = V({0}°) = V(ker ¢).

In the case that ker¢ C 91 (in particular, if ¢ is injective), then ¢*(Y) = V(ker¢) = V(M) = X. Therefore,
¢*(Y) is dense in X. Conversely, if V(ker ¢) = ¢*(Y) = X, then every prime ideal contains ker ¢. Taking the
intersection over all of them, we have ker ¢ C .

This follows immediately from the definition since for two maps ¢ : A— B, ¢ : B — C, and element p € C,
(o) ()= (od) '(p) =0~ (¥ () = (6" c9*)(p).

Let A be an integral domain with one non-zero prime ideal p (which is then maximal as well), K be the field
of fractions of A, B = (A/p) x K, and ¢ : A — B be defined by

¢(z) = (T, 2).

From our description of A, we have that Spec(A) = {{0},p}. It is clear (since A/p and K are fields) that the
only ideals of B are {(1,0)) and {(0,1)). Since their respective quotients are fields, they are both maximal and
hence, prime. Therefore, Spec(B) = {{(1,0)),{((0,1))}. We see

¢"({(1,0))) = {0}, ¢*({(0,1))) = p-

11



22.

23a.

23b.

23c.

23d.

From this and the preceding problems, ¢* is clearly a bijective continuous map. To show that ¢* is not a
homeomorphism, it suffices to show that ¢* is not an open map. Since ((1,0)) is maximal, V({(1,0))) = {((1,0)}
and its complement {((0,1))} is therefore open. We see

¢"({{(0,1))}) = {p}-

To show that this set is not open, notice that {0} N {p} = 0. However, Spec(A) is irreducible since A is an
integral domain (91 = {0} is a prime ideal). If {p} were open, we should then reach a contradiction. Therefore,
@* is not a homeomorphism.

Let A =T[",A;, m : A — A; be the projection map onto the i-th coordinate, and e; = (0,...,1,...,0).
Notice that for every prime ideal p of A, there exists i such that e; ¢ p (since otherwise, p = A is not prime).
Therefore, e; € p for each j # ¢ since e;e; = 0 € p. Therefore, kerm; = Ay x ... {0} x ... A4, Cp. That is,
p C V(ker ;) for some i.

Let X = Spec(4), X; = V(kerm;), and Y; = Spec(A4;). From a previous problem, we know that the map
7 . Y; — X, is a homeomorphism, so the X; are canonically isomorphic to Y; = Spec(4;). From the remarks
above, we know that X = UX;. It is easy to see that V(kerm;) NV (ker;) = 0 for i # j since any prime ideal
containing both ker m; and ker 7; is necessarily all of A and so not prime. Each X; is closed, but also,

Xi=x\|Jx;
i

is open (since the union is finite and so closed). Therefore, each X; is a connected component of X.
(i) = (i) Obvious from the above.
(i) = (iii) Take e = (1,0).
(#i1) = (i1) Let e # 0,1 be an idempotent of A so that 1 — e is another idempotent. Define a map
¢: A~ (A/(e)) x (A/(1 —e)) by ¢(a) = (a,a). Since (e) + (1 — e) = 1, by the Chinese remainder theorem,
this map is surjective with kernel ker ¢ = () N (1 —e) = (e)(1 — e) = {0}. Therefore, this map is injective as
well. Therefore, A~ (A/(e)) x (A/(1 —e)).
(1) = (i) U X =V(a)UV(b) =V(anb) =V (ab), then no prime ideal contains a and b. This implies that
a+b =1 (otherwise, find a maximal (prime) ideal that contains it). We also have that all prime ideals contain
ab so that ab C 91. Since a+ b = 1, there exists ¢ € a and b € b such that a+b = 1. Since ab € ab, there exists
n such that (ab)™ = 0. Since r((a)™) = (a) and r((b)™) = (b) are coprime, (a)” 4+ (b)” = 1. Then let e € (a)”
and 1 —e € (b)". We have e(1 —e) € (ab™) = 0. If e = 1, then 1 € (a)" implies 1 € (a) is a contradiction.
Similarly, if e =0, 1 € (b)™ implies 1 € (b) is a contradiction. Therefore, nontrivial idempotents exist.
(

a
Let A be a Boolean ring and X = Spec(A). If Xy =0, it is open and closed. If X # 0, by definition, the set
X=X \V(f) is open. To show that it is also closed, notice that X; = X/V(f) = V(1 — f). This is because
VIHLVA=-H=V({A-/f)=V(0)=Xand V(f)NV(1-f)=V((f,1-[))=V(1)=0.

Let f1,..., fn € A. Notice

Xy U UXy, :X/(V(fl)ﬂﬂV(fn)) :X/V((f177fn))

From problem 12, every finitely generated ideal of a Boolean ring is principal. Therefore, there exists f € X
such that (f1,..., fn) = (f) and V((f1,..., fn)) = V(f). Then the above becomes

XfIU...Uan:Xf.

Let Y C X be open and closed. Since Y is open, it can be written as Y = U; X, for some f; € A. Since X is
quasi-compact and Y is closed, Y is quasi-compact (from the standard argument in topology). Therefore, in
the union above, we may take finitely many sets Xy,. That is, Y = Uj._; X,. From the previous problem, we
have that Y = X for some f € A. Therefore, the sets X; are the only open and closed subsets of X.

Let p,q € X be such that p # q. Without loss of generality, there then exists f € p and f ¢ q. That is,
peV(f)=Xi_yand g € X\ V(f) = Xy. Notice X; N X,y = Xy_p) = 0. Therefore, we have disjoint
neighborhoods of p and q in X, so X is Hausdorff. Since X is quasi-compact, this implies that X is a compact
Hausdorff space.

12



24.

25.

26a.

26b.

26c¢.

27.

I don’t know much/any lattice theory, but the first problem is just a scramble of notation, and the result is
well-known.

For a Boolean lattice L, consider X = Spec(A(L)). From problem 23, the open-and-closed subsets are exactly
the sets Xy, for f € A. These of course are in correspondence with the elements of A, which are in correspon-
dence with the elements of the lattice, as desired. All that remains is to show that the map induced by this
correspondence preserves the lattice structure of the subsets of X. For X, X, we see

XrNXg=Xpg> fg=FfNg
XpUXy=Xpigrpgo fHg+fag=fVy,

where Xy U X, = Xfig4rg is shown in problem 1lc (the ideal (f, g) is finitely generated and so is principal.
Its generator can be easily computed to be f + g + fg). The result follows.

Let m € Max(C'(X)) and let V(m) = {z € X : Vf € m, f(z) = 0}. If V(m) = (), then for every x € X, there
exists f; € m such that f,(z) # 0 and hence, f,(t) # 0 in some neighborhood U, of z. By compactness, there
exists a finite cover of X by the sets U, say X = U}, U,,. Consider

OB

It is clear that f does not vanish on all of X so that f is a unit in m, contradicting maximality. Therefore,
V(m) is nonempty.

For any x € V(m), m C m,. By maximality, we then necessarily have that m = m, so that the map ¢ : X —
Max(C(X)) that sends x — m, is surjective.

It is well known that any compact Hausdorff space is normal. From this, Urysohn’s lemma applies to X.
Therefore, any two points may be separated by a continuous function. That is, for x # y, we may find a
function f € C'(X) such that f(z) = 0 and f(y) = 1. Therefore, m, # m,. Therefore, ¢ : X — Max(C(X)) is

injective.
For f € C(X), define
Up={zeX: f(z)#0}, Uy ={meMax(C(X)): f £ m}.
Notice
¢(Uy) = {m, € Max(C(X)) : f(z) # 0}.
Since every m € Max(C(X)) has the form m,, for some 2 € X, we may then write
¢(Uy) = {m € Max(C(X)) : f ¢ m} = Uy.

These are open sets in X and Max(C(X)) respectively (the latter because it is the complement of V(f) in
Max(C(X))). By Urysohn’s lemma, the sets Uy constitute a basis for the topology on X and so ¢ is an open
map. Therefore, the set-theoretic inverse of ¢ is continuous and so ¢ is a homeomorphism.

Let k be an algebraically closed field and

fa(t1,. .. ty) =0

be a system of polynomial equations with solution set X. Let I(X) be the set of polynomials who vanish
identically on X and P[z] = k[t1,...,t,]/I(X). Since constant functions are in P[z], the map p, : Plz] — k
defined by p..(f) = f(z) is surjective and so the kernel m,, is maximal so we have a mapping ¢ : X — Max(P[z])
as before sending x — m,.

To see that ¢ is injective, let & # y. Then x; # y; for some coordinate t; and so the polynomial f(t1,...,¢,) =
t; — x; vanishes at z; but not at y;. Therefore, m, # m,,.
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28. Let f1,..., fm € k[t1,...,t,] and let f : k™ — k™ be defined by f(z) = (f1(z),..., fm(z)). For affine algebraic
varieties X C k™ and Y C k™, if f restricted to X maps into Y, we have a regular map f : X — Y. The
induced map ¢* : P[Y] — P[X] is defined by ¢*(f) = f o ¢.

For a regular map ¢ : X — Y, the induced map is easily seen to be a k-algebra homomorphism. For a k-algebra
homomorphism 7 : P[Y] +— P[X] and s1, ..., s, the coordinate functions of k™, n(s;) € P[x] necessarily agrees
with some polynomial 7; € k[t1,...,t¢,] (and the choice does not matter). Then consider the map ¢ : X — Y
defined by ¢(z) = (n1(x), ..., nm(x)). To see that this maps into Y, let f, € k[s1,. .., sm] be any set of defining
functions for Y. Notice

fa(@(@) = falm(z),...;nm(x)) = (no fo)(s1(x),...,sm(x)) =n(0) =0.

The third to last equality is because 7 is a k-algebra homomorphism and so its value at f, is determined on
the coordinate functions s;. fo(s1(2),...,Sm(z)) = 0 because (s1(x),...,sm(z)) € Y. Notice that in the same
vein of proof, for f € P[Y],

Chapter 2

1. Let n,m € Z~o and define a map ¢ : Z — Z,, ® Z,, by

By Bezout’s lemma, there exists «, € Z such that
ged(n,m) = an + Bm.
We then have
p(ged(n, m)) = an([l]n & [1]m) + fm([ln @ [Lm) = a([n]n @ [1]m) + B([1]n & [m]m) = 0.
Therefore, (ged(n, m)) C ker ¢ and so there is an induced map @ : Zged(n,m) = Zn @ Ly, defined by
&([”gcd(n,m)) = ([1]n 02y [1]m)-
Define another map ¢ : Zy, @ Zy, = Zgea(n,m) bY
Q/)([a}n & [b]m) = [ab}gcd(n,m)~

It is easy to check that this map is well-defined (that is, it is determined by a middle-linear map). It is simple
to check that this map is an inverse to ¢ so that ¢ is an isomorphism.

In the case that ged(n,m) = 1, we have that Z,, ® Z,, ~ {0}.
2. Let a C A be an ideal and M an A-module. Consider the exact sequence
0—sab A5 Ala—0.
Since the tensor functor is right exact, we have that the following sequence is exact.
i®ld

a@ M2 A M T2 (AJa) @ M =0

In particular, there is a canonical isomorphism A ® M — M defined by a ® m — am so that we may consider
this as an exact sequence

a®@ M — M — (A/a) ® M.

Notice that the image of the first map (after the identification of A ® M with M) is exactly aM. Since the
latter map is surjective, we have the following from the isomorphism theorem.

M/aM ~ (A/a) & M

14



3. Let A be a local ring with (unique) maximal ideal m and quotient K = A/m and M, N be a A-modules such
that M ®4 N = {0}. We then have

My, @, N = (k®a M) @1 (k®a N)
=(M®ask)QRr(k®aN)
=M®a (kQrk)@aN
=k®4 (M®aN)=koa {0} ={0}.

Since M}, and Ny are vector spaces, this implies that either My = 0 or Ny = 0 (since the tensor product of free
modules is free of rank equal to the product of their ranks). Without loss of generality, assume that M = {0}.
We see

M/aM ~ (AJa) @4 M =k®a M = M, =0 = aM = M.

~

Since a = J (it is the only maximal ideal) Nakayama’s lemma implies that M = 0.

4. Tt is simple to check that
04 LB, 20,50
is exact if and only if
0o a4 L e L ac -0
is exact, where f = (f;)ier and g = (¢;)ics. From this and the fact that
A® (DierM;) = Sier(A @ M;),
the result follows immediately.

5. As an A-module, A[z] ~ &, A and so from the previous problem, it is flat as an A-module. For any short
exact sequence of A-algebras

OHM11>M23>M3%0,
we may regard them as A-modules and get the following exact sequence of A-modules.
0— M, @ Alz] L2% My @ Alz] 2259 My @ Afz] — 0

It is clear (since f and g are A-algebra homomorphisms) that f ® Id and g ® Id are in fact A-algebra homo-
morphisms as well.

6. For an A-module M, it is clear that M|[z] inherits an A[z]-module structure where multiplication by an element
of Alz] is given exactly by their respective polynomials in A[z] (since the coefficients of the product will stay
in M, this works).

Define a map ¢ : A[x] ®4 M — M|x] of A[z]-algebras by

¥ ((i aﬂ’) XA m) = z”: aimz’,
i=0 =0

This map is well-defined since the corresponding map Afz] x M — M|[z] is A[z]-linear and also a ring homo-
morphism. Define another map ¢ : M[z] — A[z] ®4 M by

o (Z mwi> = Zm’ ®aA My
=0 1=0

This map is also easily verified to be A[x]-linear and also a ring homomorphism. It is then checked that these
maps are inverses of one another so that Alz] ® 4 M ~ M|z] as A[x]-algebras.
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8a.

8b.

10.

11.

Simply notice that A[z]/p[x] ~ (A/p)[z] is an integral domain since A/p is an integral domain. Therefore, p[z]
is a prime ideal of A[x].
This does not hold for maximal ideals. For instance, let (2) be a maximal ideal of Z. The ideal (2)[z] C (2, z)

is not maximal.

From the definition of flatness of a module, for any exact sequence, we may tensor first by M and then by IV,
preserving exactness. The result is the same as tensoring by M ®4 N.

Since N is exact as a B-module, tensoring with respect to B preserves exact sequences. Considering these
maps as maps from/to the tensor product with respect to A gives the desired exact sequence (since the modules
themselves don’t change, the exactness conditions remain. They are easily A-linear).

Let
0%ALB£>C~>O

Ly respectively.

The claim is that B is generated by (f(a;),b;):; where b; € g~'(c;) is any element. Let b € B. Since

g(b) => rc;,
=1

be an exact sequence of R-modules where A and C' are finitely generated by (a;)}; and (c;)

we may write

b= ribj+k, kekerg=1Imf.

Jj=1

Since f is injective, we may write g = f(a) for some a € A where

n
a = E S; Q.
i=1

Then we have that
m n
b= ribs+> sif(a).
=1 i=1

Since this set of generators is finite, B is finitely generated.

Let a C J be an ideal of A and M, N be A-modules where N is finitely generated. If u : M — N is such that
the induced map @ : M/aM — N/aN is surjective, then the composition M — M/aM — N/aN is surjective.
By definition of the induced map, the composition above is equal to the composition M — N — N/aN, and
so this composition is surjective. This implies that N = alN + u(M). Since a C J, Nakayama’s lemma implies
that u(M) = N and so u is surjective.

Let A be a non-zero ring. If ¢ : A™ — A™ is an isomorphism, let m be a maximal ideal of A and consider the
induced map

Id@¢: (A/m)®4 A" — (A/m) @4 A™.

It is clear that this map is a bijective A-module homomorphism with inverse Id ® ¢~! (by the composition of
such maps). This map preserves the A/m-module structure of each as well and so gives a linear transformation
of (A/m)®4 A™ to (A/m) ® 4 A™ as A/m-vector spaces.

All that remains now is to compute the dimension of (A/m) ®4 A™. Consider {1 ® e;}_,. These are clearly
linearly independent and span and so constitute a basis. Therefore, dim((A/m) ® 4 A™) = n and the result
follows from the result for vector spaces.

If ¢ : A™ — A™ is surjective, since the tensor functor is right exact, Id® ¢ : (A/m) ®4 A" — (A/m) @4 A™ is
also surjective. From our knowledge of vector spaces, this implies that n > m.

It is proven with a bit of work in Hungerford’s text that every commutative ring with identity has the invariant
dimension property. For an injective map ¢ : A" — A™ ¢ induces an isomorphism of A™ with a submodule of
A™. By isomorphism invariance of dimension and monotonicity of dimension, we necessarily have that n < m.
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12.

13.

14.
15.

Let M be a finitely generated A-module and ¢ : M — A" be surjective. We may write {e;}_; as a generating
set for A" and {u;}?_; such that ¢(u;) = e;. Let (u;)?_, be the submodule of M generated by the w; and
N =ker ¢ @ (u;)?,. Consider the following diagram with rows exact and ¢ defined by p(k,u) = k + u.

O—>ker¢—>N¢O—W>A"—>O

LId Ly |Id
0—kerd o M -25 A" =0

By the five lemma, the map ¢ is then an isomorphism so that M =~ ker ¢ & (u;)}_;. If we consider the surjective
projection map onto ker ¢, the images of the u; then generate ker ¢. Therefore, ker ¢ is finitely generated.

Let f : A +— B be a ring homomorphism and N a B-module considered as an A-module (via f). Consider
Np = B®a N and g : N — Np defined by g(y) = 1 ® y. To see that this is injective, define a new map
p: Np — N defined by p(b ® y) = by (well-defined is easy to see). Notice that p o g = Idy so that g has a
left-inverse. This immediately implies that g is injective. Now consider the short exact sequence

O—>kerpi>NBﬂ>Img—>O.

The latter map is surjective since p is surjective. Notice that this short exact sequence is actually split exact with
the map from Im(g) — Np being just the inclusion map (since gopoi = Idyy 4). Therefore, Ng ~ ker p@®Im g.

There isn’t really anything to do for this problem.

Let 7w : ®M; — lim M; = M be the projection map. For x € M, we may write

where x; € M; (considering M; as part of the direct sum of the M;) only finitely many z; # 0. Let j € I be
such that ¢ < j for every i € I such that x; # 0. We then have

r=m sz =T Z/ffzg(xz) = Wj Zﬂij(xi) )

i<j 1<j i<j
since the difference

le - Z“w (z:) = Z(Iz — pij(z;)) € D =kerm

1<j 1<j 1<j

and Zigj ‘Ll,vj(l’l) S Mj.
If u;(x) =0, then x € ker u; = D N M;. Written as an element of D C @M;, we have

n
Z x'“c Fi i, mlk))
k=1

Here, we consider various reductions. The easiest being, we may assume that z;, # 0 for each index iy and
Jk # iy for any k. We may assume that each iy # i; for k # [ since we may add them together otherwise.
We may assume that ¢ < iy for each k. To see this, consider the set of minimal elements 4; in {ix} (since this
set is finite, they exist). Since x € M;, the M;, component must vanish for i; # i, but the only way this is
possible is if x;, = 0 since each 4; appears in the sum only once and ¢; is minimal, there are no elements of the
form x;, — pi,4, (2, ). Therefore, ¢ is the only minimal element, which implies that ¢ < i) for each index iy
(otherwise, consider a maximal descending chain. It must end since there are finitely many ix. 7 must be the
minimal elelment and so 7 < k). At this point, we can reduce to the case that i, = i for all k. For this, consider
{ik}ik# and the minimal elements of this set as before. If 4; is minimal in this set, since the i; coordinate
vanishes, either x;, = 0 or x;, = u;;, (x;) (since ¢ < 4; is the only one less than i;), in which case, we may write
the following.

i = Miggy (i) = iy (0) — gy (2) = (20 — gy (24)) — (05 — pia, (7))
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16.

17.

Since the indexing set is finite and there is always minimal elements of the set above, this process is finite and
so terminates. Therefore, we can change the sum so that i, = i for all k. We now have

Z — Mgy (T4)).
k=1

Since each ji appears only once and the j; component must vanish, we then have that y;j, (;) = 0 for each k
in the sum. In particular, x = nz; so that for any j = ji, we have

pij (@) = npij(z;) = 0.

Let (M;, pi;) be a directed system as in the previous problems, M = lim M; be the direct limit, and N be an
module such that for all indices ¢, there exists o; : M; — N such that a; = «; o p;5. By the universal property
of the direct sum, there exists a unique homomorphism ¢ : @M; — N defined by

mz 'LEI § az mz

el

Notice for x; € M; and i < j,

(i — pij (i) = i) — (a0 pij)(x:) = i) — aiz;) = 0.

Therefore, D C ker¢ (where D = kerw and 7 : ®M; — M) and so there is an induced map o : M =
(®M;)/D — N. This map makes the following diagram commute for each index i.

Since p; = 7o ¢;, we have that a; = a o pu; as desired. For uniqueness, assume there exists another map
B : M +— N such that a; = o pu; for every index i € I. Since every element of M can be written in the form
wi(x;) for some index i € I, it is easy to see that for every m € M, m = p;(x;),

a(m) = (ao p)(z;) = a;(xi) = (B o wi)(xi) = B(m).

Therefore, uniqueness follows. From this, our definition of the direct limit satisfies this condition.

Let N be another module satisfying the above condition (which implicitly includes maps 7; : M; — N). Since
there are maps p; : M; — M and n; : M; — N, there are induced maps ¢ : N — M and ¢ : M — N such that
forall i € 1,

Hi = @O MNi; Ni = PO ;.
Consider the maps p; : M; — M. By the universal property, there is a map Idy; : M — M, that satisfies
M = IdM O .

However, using the relations above, p; = ¢ o p o ;. Therefore, ¢ o p = Idy;. Similarly, ¢ o ¢ = Idy. Therefore,
M >~ N as desired.

Let {M;}ier be a collection of submodules of some A-module with I ordered by ¢ < j if M; C M;, in which
case, let p;; : M; — M; is the inclusion map. Assume for every i,j € I, there exists k such that ¢ < k and
j < k so that I is directed upwards. Then define M = lim M;. Let «; : M; — > M; be the inclusion map.
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18.

19.

Clearly, a; = a; o j1;5 and so by the universal property of direct limits, there exists a map o : M +— » M; such
that a; = a o u;. From the description above, « is defined exactly by

a ([(mi)ier]) = Z a;(m;) = Zmi-
icl iel
Define another map ¢ : > M; — M by
¢ (Z mz') = pi(ma),
= i€s

where S C I is finite and m; € M;. To see that this is well-defined, let >, ¢m; = >_;.pn; where both
indexing sets are finite and m; € M; and n; € M;. Take an index k € I such that S,T < k and notice

D walmi) =Y pr(pan(mi)) = p (Z Mik(m¢)> = I (Z mi) = [ D

i€S €S €S €S JeET
=g [ D mir(ng) | =D melpin(ng)) =Y ui(n;).
JeET JeET JET

It’s easy to see that ¢ is a homomorphism and that these maps are inverses and so « is an isomorphism. As
for the latter equality, notice first that UM; C > M;. Conversely, for a finite subset S C I and

m:Zmi GZMi, m; € M;,
ies

there exists some upper bound S < j so that » ;g M; € M; (by induction on |S]). Then m € M; C UM; so
that > M; C UM;. Combining inclusions, we have that > M; = UM;.

Let (Mi,uij) and (Ni,uij) be two directed systems over the directed set I with limits M = lim M; and
N =1imN;. Let ® : M — N be a family of homomorphisms ¢; : M; — N; such that ¢; o p;; = v;; 0 ¢;.
Consider the maps «; = v; 0 ¢; : M; — N. The satisfy

Qj O [ij = Vj O @ O [ljj = Vj OVj Oy = V; 0P = a.
Therefore, there is an induced map ¢ : M — N that satisfies a; = ¢ o u;. That is,
Vi o ¢i = ¢ o .

Uniqueness again follows similar to uniqueness of the universal property of direct limits. If there are two such
functions, they take the same values since the range of the family of maps p; covers M.

Let (M;, pi5), (N, vij), and (P;,w;;) be directed systems over the same directed set I, f; : M; — N; and
gi : Ny — P; be module homomorphisms such that f; o p;; = v45 o f; and g; o v;; = w;; © g;, and

be exact for every i € I. From the previous problem, there are induced module homomorphisms f : M — N
and g : N — P, where M = lim M;, N = lim N,, and P = lim P;. Notice that for every i € I, these maps
satisfy

gofopi=goviofi=w;ogof;=0.

Since the range of the family of maps u; covers M, we necessarily have that go f = 0, so that Im f C kerg. To
show that this is in fact an equality, let (n;);c; € ker g. We may write (n;);c;r = v;(n;) for some n; € M;. Then

0= g((ni)ier) = (govi)(ni) = (wi o gi)(ni) = wi(gi(ni)).

This implies there exists ¢ < j such that

0 = wij(gi(ni)) = (wij 0 gi)(ni) = (g5 0 viz)(ni) = g5 (vij(ni))-
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20.

21.

Therefore, v;j(n;) € ker g; = Im f;. From this, we may write v;;(n;) = f;(m;) for some m; € M;. We see
F(uj(my)) = (vj o fi)(m;) = v;(vij(ni)) = vi(ni) = (ni)ier-
Therefore, (n;)ic; € Im f and so Im f = ker g as desired. Therefore, the induced sequence
mMmLnsp
is exact as well.

Let (M;, tij) be a directed system over I with limit M = lim M;. Consider the new system (M; x N, g < Id).
If there are maps «; : M; X N — @, then define oo : M x N — Q by

Oé( mz €S, N E Q; m’“

€S

This map is easily verified to be a module homomorphism. Notice that a; = o (u; x Id) so that M x N ~
lim(M; x N) by the universal property.

Now consider the directed system (M; ® N, u;; ® Id) with limit P = lim(M; ® N). By the family of maps
W ®Id: M; ® N — M ® N, there is an induced homomorphism ¢ : P — M ® N defined by

¢([(m2 ®nZ ZGS ZM% mz @ ny;.
€S

Consider the maps g; : M; x N — M; ® N simply defined by g;(m;,n) = m; ® n. Since
(i ®1d) 0 gi = gj o (i x 1d),

there is an induced map of limits g : M x N — P defined on by
9([(mi)ier], n) = [(mi @ n)ier] -

This map is A-bilinear and so induces a A-module homomorphism ¢ : M ® N +— P defined on elementary
tensors by

o([(ms)ier) ®@n) = [(m; @ n)icr] .

We see for an elementary tensor

(@0 )([(mi)ies] @ n) = ¢ ([(ms @ n)ies]) = Y pi(mi) © n = [(mi)ies] @ n
icS

Therefore, ¢ o ¢ = Id. Similarly,

(pod)([mi @ nilies) (Z pi(m;) & m) = Z[(Hi(mi) ®@n;)icr] = [mi ® nilies.

€S i€S

Therefore, p o p =1d and so P ~ M ® N. That is,
lim(M; ® N) = (lim Mi) ® N.
— —
Let (A;, a;;) be a family of rings indexed by the directed set I. As Z-modules, we may form the limit Z-module

A =lim A;. Define multiplication on A as follows. For (a;);cr and (b;);cr, there exists ¢,j € I and a; € A; and
b; € Aj such that (a;)icr = a;(a;) and (b;);er = a;(b;). Define

(ai)ier - (bi)icr = an(oir(a;)a;r(by))

for any ¢,j < k. To see that this is well-defined, assume «;(a;) = ag(ax) and o;(b;) = ay(b;). We would like to
show

am(im(ai)ajm(b)) = an(arn(ar)oin (b))
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22.

23.

Using that a. = ag 0 aeq and that a.q is a ring homomorphism for all ¢,d € I, we may find an upper bound
m,n < p to reduce to showing that

ap(aip(ai)agp(bs)) = ap(ap(ar)oup(br)).

Notice that similar to above, we can find an upper bound ¢,k < e so that a.(e(a;)) = ae(age(ag)), which
implies that ae(aye(a;) — age(ar)) = 0. Then there exists an index f such that a;¢(a;) = ars(ax). Similarly,
we can find an index ¢ such that a;4(b;) = aye(b;). Using the reduction above and finding an upper bound of
f and g, the result follows immediately.

This turns A into a commutative ring with identity «;(1) (for any ¢, since o;(1) = «;(1) (since ring maps
preserve the identity by definition)). It is clear that

ai(a1a2) = ai(al)ai(aQ)

by definition of multiplication (with upper bound ¢). Therefore, the maps «; : A; — A are ring homomorphisms.

Now assume that A = 0. Then the identity «;(1) = 0, which implies there exists ¢ < j such that «;;(1) = 0.
Since «;; is a ring homomorphism, 0 € A; is the identity, which implies that A; = 0.

Let (A;, ;) be a directed system of rings over I, 91; C A; be the nilradical of each ring, and 91 C A be the
nilradical of the limit. It is clear that lim91; C 91 since if we write an element in the form «;(a;), it is clear
that it is nilpotent and so is in M. Conversely, for (a;);c; € N, we may write (a;);er = @;(a;) for some index
1 €I and a; € A;. Since this is nilpotent, for some n > 0, we have

0= ((ai)ien)" = (ai(a;)" = ai(a’).

Then there exists ¢ < j such that 0 = «;(a]’) = (o;(a;))™. Therefore, a;;(a;) € N; and a;(a;) = oj(ej(a;)) €
lim 9%;. Therefore, Dt = lim ;.

Assume A, is an integral domain for each ¢ € I. Let ;(a;)a;(a;) = 0 for some ¢,j € I and a; € A; and a; € A;.
By definition of multiplication in A, for ¢,j < k,

0 = ai(as)aj(a;) = auw(ovir(ai)oge(as)).
Therefore, there exists an index [ € I such that
0 = o (ain(ai)oyn(az)) = cirai)ogi(ay).

Since A; is an integral domain, without loss of generality, we may assume that a;;(a;) = 0. This then implies
that

ai(a;) = ay(ag(a;)) = 0.
Therefore, A is an integral domain as well.

Let (By)aca be a family of A-algebras with respective maps fy : A — B,. For a finite subset J C A, let B
denote the tensor product of By for A € J. Then (By,4y5/) ca is a directed system of rings (where 7 is the
inclusion map iy : By — By/). Let B =lim B be the direct limit of this system (it is the tensor product of
the family (By)aea). From the preceding problems, B is a ring and there are maps iy : By — B that are ring
homomorphisms. Define an A-algebra structure on B as follows. Any element of B can be written in the form
i7((®bx)res) for some index J. For a € A, let a act on i;((®bx)res) as follows.

ai g ((®Rbx)res) = is(a(@by)res)

That is, a acts on an element of B by considering them elements of B; and acting on B in the normal way
as the tensor product of A-algebras. This is well-defined since for i;((®bx)acs) and iy ((®bx)recyr), we may
do the normal thing and find an upper bound J,J’ C K, in which case, the action of A coincides and so is
well-defined. Now, it is clear that the maps iy : By — B are A-algebra homomorphisms by definition of the
action.
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24.

25.

26.

(i) = (i) Let M be a flat A-module. Consider a free (projective) resolution
..>P, P, 1—>...> P —>F—>N-—=0.

Since M is flat and the tensor functor is right exact, tensoring this exact sequence with M results in another
exact sequence,

o> P, M > P, 1M — ... 5> PLQM —>P M — NM — 0.

Since the torsion modules Tor);(M, N) are equal to the homology modules of this sequence, they are all zero
since this sequence is exact.

(#4) = (i44) This is immediate.
(151) = (i) Let M be such that for all A-modules N, Tor;(M, N) = 0. Consider a short exact sequence
0—-N#—=N-=N'"—=0.

Tensoring this sequence with modules from a free (projective) resolution of M, we get a complex of short exact
sequences. By the snake lemma, there is the induced long exact sequence

. TOI‘H_l(M,NH) — TOI‘Z‘(M,N/) — TOI‘,'(M,N) — TOI‘i(M,NH) — ...
Since Torg(M, N) = M ® N, we then have an exact sequence
Tor;(M,N") - M@ N - M&N — M@ N" — 0.

Since Tor; (M, N"") = 0, it follows that the sequence obtained by tensoring the original exact sequence with M
is exact. Since N, N’, N” were arbitrary, it follows that M is flat.

Let
0N —+N-—=N"=0

be an exact sequence with N’ flat. From the Tor exact sequence, the following sequence is exact (since we can
take the tensor product on either side, the Tor exact sequence can come from either Tor(M, —) or Tor(—, M)).

Tora(N", M) — Tory(N', M) — Tory (N, M) — Tory(N", M).
Since N” is flat, Tor;(N", M) = 0 for all A-modules M. The above then becomes
0 — Tory(N', M) — Tory (N, M) — 0

for any A-module M. From this, if N is flat, Tor; (N, M) = 0 and so from above, Tory (N, M) = 0 so that N’
is flat. Similarly, if N’ is flat, then N is flat.

Let N be a A-module. From the previous problems, if N is flat, then Tor;(A/a, N) = 0 for all finitely generated
ideals a of A (since Tor; (M, N) = 0 for all A-modules M).

Assume now that Tor; (A/a, N) = 0 for all finitely generated ideals a of A. It suffices to show that Tor; (M, N) =
0 for all finitely generated A-modules M. To see this, take an injective map f : M’ — M, this a short exact
sequence

0—->M —-M-—M'=M/Imf— 0.
From the Tor exact sequence, we have
Tory(M",N) - M'@ N M ®@N — M"®@N — 0

is exact. Since Tor;(M"”, N) = 0, the induced map f ® Id : M’ ® N — M ® N is injective. Since M and M’
were arbitrary, this would imply that N is flat.

It further suffices to show that Tor;(M,N) = 0 for all cyclic A-modules M. To see this, let M be a finitely
generated A-module generated by (z;)"; and let M; = (x;)]_,. Without loss of generality, we may assume
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27.

that 2,11 ¢ M; by changing our generating set. Clearly, [2;11] generates M;;1/M; so this module is cyclic.
Consider the exact sequence

0— M,_1 - M, — Mi/Mifl — 0.
The Tor exact sequence induces the exact sequence
TOI'l(Mi_l, N) — TOI'l(Ml', N) — TOI'l(Mi/Mi_l, N)

Assuming that Tor;(M;/M;_1,N) = 0, we can use induction to show that Tor;(M;, N) = 0 (since clearly,
Tory (M1, N) = 0 in this case). Letting ¢ = n, we have that Tor; (M, N) = 0. Since M was an arbitrary finitely
generated A-module, from the above, it follows that NV is flat.

Before anything else, a small result. Let (M, pt;;) be the collection of finitely generated submodules of M
ordered under inclusion with maps p;; : M; — Mj inclusion maps. Assume the maps ¢; : M; — N are injective
and satisfy ¢; = ¢; o p;;. There is then an induced map ¢ : M = lim M; — N. Any element of M can be
written as p;(m;) for some ¢ € I and m; € M;. If 0 = ¢(u;(m;)) = ¢i(pi(m;)), then p;(m;) = 0 so that ¢ is
injective.

Now let a be an ideal of A such that A/a is cyclic. Consider the directed system (a;, pt;;) of finitely generated
submodules (sub-ideals) of a under inclusion as above and the new direct system (a; ® N, yt;; ® Id). The maps
a; ® N = A® N are injective since the sequence 0 — a — A — A/a — 0 induces the following from the Tor
exact sequence.

Tori(A/a) > ;@ N > A N

Therefore, the induced map a ® N = lim(a; ® N) — A ® N is injective as well. The exact sequence 0 — a —
A — A/a — 0 then induces an exact sequence

Tor1(A/a,N) > a®@ N - A® N.

Since the latter map is injective, we must have that Tor; (A/a, N) = 0. Therefore, Tor; (M, N) = 0 for all cyclic
A-modules M, which implies that N is flat.

(i) = (ii) Let A be absolutely flat and (x) be a principal ideal of A. Consider the diagram

(x)® A i (x) ® A/(x)

g e

A —— A/@)

™

where v(z'®a) = 2'a, f = Id®m, and « is defined as follows. Consider the injective function ¢ : (z) — A. Since
A/(z) is a flat A-module, the function a =i ®1Id: (z) ® A/(x) > AR A/(x) = A/(x) is injective as well. It is
easy to see that this diagram commutes since 7 is a ring homomorphism and so respects multiplication (or just
write it all out, the compositions are equal to zero). Since the composition 7o~ = 0, the composition a0 S =0
as well. Since « is injective, this implies that 5 = 0. Since 7 is surjective, = Id o 7 is surjective and equal to
zero. Therefore, () ® A/(x) = 0 identically. Again consider the exact sequence 0 — (z) - A — A/(z) — 0.
Tensoring with (x), we get the exact sequence

0= (z)®(x) > (z) ®A— (z) @ A/(x) — 0.
Since (z) ® A/(x) = 0, this is equivalent to the exact sequence
0= (@)@ () = (z)®A—0.
Therefore, the induced map ¢ = Idoi : (z) ® (x) — (x) ® A is an isomorphism. Consider the composition
(2)®(x) = (2)®A — (x). Each map is an isomorphism, so the resulting map (z)®(z) — () is an isomorphism,

but this map is defined exactly by ¢(z1 ®z2) = z172 € (2?). In particular, this map is surjective, which implies
that z € (2?) so that (z) = (2?).
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(i4) = (i4i) Let a = (aq,...,a,) be a finitely generated ideal of A. Note that for each 1 < i < n, there exists

b; such that a; = b;a?. From this, we have a new generating set a = (byay,...,b,a,), where each element of
the generating set is idempotent. Write e; = b;a; so that a = (eq,...,e,) (and each e; is idempotent. Notice
that we may decrease the number of generators as follows, a = (e1,...,ep_2,€n—1 + €, — €n_1€,). It is clear

that this is still a generating set because each e; is idempotent. We may further assume that this new element
€n—1+ €n — en_16y is idempotent from the above process. Therefore, a = (e) is principal and generated by an
idempotent. Since A = (1) = (e) + (1 — e) where () N (1 — e) = {0}, we may write A=a® (1 —e).

(15i) = (i) Let A be such that every finitely generated ideal of A is a direct summand of A for some
decomposition of A and let N be an arbitrary A-module. We need only show that N is flat. From the previous
problem, this amounts to showing that for all finitely generated ideals a of A, Tory(A/a, N) = 0. For any such
finitely generated ideal, the quotient A/a is isomorphic to the other summand. That is, A = a® A/a. Consider
part of the Tor exact sequence corresponding to 0 = a — A — A/a — 0.

Tor1(A/a,N) 2 a@ N - AQN=(a® A/a) @ N=(a®@ N)® (A/a®@ N)

The latter map is exactly the inclusion map a ® N — (a ® N) @ (A/a ® N). Since this is injective and the
above sequence is exact, we have that Tor;(A/a, N) = 0. Therefore, N is flat and so A is absolutely flat.

28. In a Boolean ring, every element is idempotent so that every principal ideal is idempotent. If A is a ring such
that for every x € A there exists n > 1 such that 2" = x, then x = 2" 222 € (2?) implies that (x) = (2?) so
that every principal ideal is idempotent and therefore, A is absolutely flat. If A is absolutely flat, ¢ : A — B
is surjective, and x € B, there exists y € A such that ¢(y) = = and a € A such that y = ay?. Then
r = ¢(y) = ¢(a)p(y)? = ¢(a)r? so that (z) = (22) and so A is absolutely flat. If A is a local ring that is
absolutely flat, then for every x € A, x = az? for some a € A. Therefore, ax is idempotent, which implies that
either axz = 0 or ax = 1. If ax = 0, then & = ax? = 0. Otherwise, z is invertible. Therefore, A is a field.

Let A be absolutely flat and € A be a non-unit. Since z(1 — ax) = 0 for some a € A and ax # 1, we have
that z is a zero-divisor.

Chapter 3

1. For any A-module M, if there exists s € S such that sM = 0, then S~'M = 0 since for any m/r € S™1M,

m ms 0
r rs rs

Conversely, if M = (z1,...,,) is finitely generated and S~'M = 0, then z;/1 = 0 implies there exists s; € S
such that z;s; = 0. Let s = H?:l s;. We have

28 = (x;8;) Hsj =0.
JF#i
Since these elements generate M, we have that sM = 0.

2. Let a be an ideal of A and S = 1+ a. For any maximal ideal m of S™'A, m = b¢ = S~'b for some ideal b of A.
Since this ideal is not equal to all of S7'A4, 6N .S =bN (14 a) = . This implies that (a +b) N (1+a) =0 so
that S~ta+ 5716 = S~(a+b) # (1). By maximality of S~'b = m, we then necessarily have that S~'a C m.
Since m was arbitrary, this implies that S~'a C J.

Let M be a finitely generated A-module and a an ideal of A such that aM = M. Let S =1+ a as above and
notice

STIM =S (aM) = (S~ ta)(S™*M).

From the above, S~'a is contained in the Jacobson radical so that from Nakayama’s lemma, we have that
S~L1M = 0. From the first problem, this implies there exists 1+a € S = 1+ a such that (1+a)M = 0. In this
case, 1 +a = 1 mod a as desired.

3. Let S and T be two multiplicatively closed subsets of A, ST be the product set (which is also multiplicative),
and U be the image of 7' under the inclusion map i : A — S~'A. Consider the map ¢ : S71A — (ST) A
defined by

p(a/s) = a/(s1).
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It is very easy to check that this map is a ring homomorphism. For t/1 € U, we have that ¢(¢t/1) = t/1 is a
unit since 1/t € (ST) *A. If

¢la/s) = a/(s1) =0,

then there exists s’t’ € ST such that as’t’ = 0. From this, we have

(a/s)(t'/1) =at' /s =0,

since as't’ = 0. Therefore, there exists ¢'/1 € U such that (a/s)(t'/1) = 0. Finally, for a/(st) € (ST) 1A, we
may write

a/(st) = (a/s)(t/1)"! = ¢(a/s)(p(t/1)) .
From this, the induced map ¢ U=Y(S71A) +— (ST) ' A defined by

((a/s)/(t/1)) = ¢la/s)(¢(t/1) " = a/st
is an isomorphism.

. Let f : A +— B be a ring homomorphism, S C A a multiplicatively closed subset, and T' = f(5) (which is
also multiplicatively closed). First, B is an A-module with scalar multiplication given by a - b = f(a)b. Then
S71B is an S~!A-module with multiplication given by (a/s) - (b/s') = (f(a)b)/(ss’). Similarly, T-1B is an
S~1 A-module with multiplication given by (a/s)- (b/f(s")) = (f(a)b)/f(ss"). Define amap ¢ : S~'B+ T~'B
defined by

¢(b/s) = b/ f(s)-

This is well-defined since for b/s = V//s’ € S™1B, there exists s € S such that (bs’ — b's)s = (bf(s') —
V' f(s))f(s) = 0. It is easily verified to be an S~! A-linear map. If ¢(b/s) = 0, then there exists f(s’) € T such
that bf(s’) = bs’ = 0. But this implies that b/s = 0 so ¢ is injective. It is clear that this map is surjective (by
finding a common denominator). Therefore, ¢ is an isomorphism.

. Let A be a ring such that for every prime ideal p, the nilradical of A, is trivial. Since S7!(r(a)) = r(S~'a)
and the nilradical is literally the radical of the zero ideal, we have that the nilradical of A, is the localization of
the nilradical of A. That is, 9, is the nilradical of A,. Since 91, = 0 for all prime ideals p, 9 = 0 (considering
it as an A-module).

Consider the ring A = Z/6Z. This ring has exactly two prime ideals, (2) and (3). Notice
Ay ={m/n:mec A, ne{l,3,5}}

It is easy to see that m/n = 0 iff m € {0,2,4}. If my/n1,ma/ny # 0 are such that myms/ning = 0, then
mimy € {0,2,4}, but my,mo € {1,3,5}. This is not possible. Therefore, A(,) is an integral domain. Similarly,

Ay ={m/n:me A, ne{l,24,5}}

m/n = 0 iff m € {0,3}. If my/n1,ma/ne # 0 are such that their product is zero, then myms € {0, 3}, but
m € {1,2,4,5}. This is also impossible. Therefore, A3 is an integral domain. Since A, is an integral domain
for every prime ideal p of A, but A isn’t an integral domain, the result does not hold.

. Let A be a nonzero ring and X the set of multiplicatively closed subsets of A such that 0 ¢ S ordered under
inclusion. By Zorn’s lemma, to show there are maximal elements of X, it suffices to show any increasing chain
has an upper bound. Let S; C Sy C ... and let S = US;. Since 1 € S; for all i, 1 € S. For a,b € S, there is an
index ¢ sufficiently large so that a,b € S;. Then ab € S; C S so that ab € S. Therefore S is multiplicative and
an upper bound of this increasing chain. By Zorn’s lemma, maximal elements of ¥ exist.

Let S € ¥ be maximal and p = A\ S. If a+b = s € S, consider the multiplicative sets S(a™),>0 and S(b™),>0-
If0 € S(a™)n>0NS(")n>0, then there exists s1,s2 € S and n,m > 0 such that

s1a™ = s9b™ = 0.
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7a.

7b.

We then have that
0 =s152(a+b)"T™ = 515,8" "™ € S,

This is a contradiction. Therefore, without loss of generality, 0 ¢ S(a™)n>0. By maximality of S, this then
implies that S(a™)p>0 = S so that @ € S. That is, a+b € S implies either a € S or b € S. The contrapositive of
this is that a,b € p implies a 4+ b € p. Similarly, let a € p be such that there exists r € A such that ra =s € S.
If 0 € S(a™),>0 then there exists s; € S and n > 0 such that s;a™ = 0. Then

0=s1"a" =557 €S.

This is a contradiction. Therefore, again by maximality, a € S. The contrapositive of this is that if a € p,
then ra € p for all » € A. Combining these, we have that p is an ideal of A. The contrapositive of the
z,y € S = xy € S exactly states that p is a prime ideal. Clearly, if p is not a minimal prime ideal, then
S = A\ p is not maximal. Therefore, A\ S =p is a minimal prime ideal.

Conversely, assume that A\ S = p is a minimal prime ideal of A. Then S is contained in some maximal S’ € .
From the above, A\ S’ = g for some minimal prime ideal q of A. Since S C S, g C p. By minimality of p,
q=p so that S =5 and S is maximal.

If A\ S is a union of prime ideals, Up;, then the requirement for saturation is given via contrapositives by

a:yEUpi = xEUpi or yEUpi.

Both directions are fairly immediate. If xy € Up;, then xy € p; for some ¢, which implies, without loss of
generality, that « € p; C Up;. Conversely, if x € Up;, then x € p; for some 4. Since p; is an ideal, zy € p; C Up;.
Therefore, S is saturated.

If S is saturated and = € S, then rz € S for all r € A. This implies that (z) NS # 0 so that S~1(z) # (1).
This implies that S=*(z) C p for some prime ideal p. Then (z) C (S~1(x))¢ C p° where p° is prime. By the
correspondence of ideals of A with S™1A, p¢ NS = (). Therefore, p° C A\ S. Since every element of A\ S is
contained in some prime ideal which is contained in A\ S, we may write A\ S as the union of these prime
ideals.

Let S be a multiplicatively closed subset of A. From the above, if {p;} is the set of prime ideals such that
p; NS =0, then

S=a\ (Uw) =NAare)

is saturated and S C S. If there is another saturated set S’ such that S C S’ then we may write A\ S = Ug;
for some prime ideals g;. Since S C S, AN\ S CA \ S implies that q; N .S = () for each i. Therefore,
A\ S’ =Ug; CUp; = A\ S. This then implies that S C 5" so that S is minimal.

(i) = (i) If ¢ is bijective, there exists a/s € ST*A such that ¢(a/s) = 1/t. Then ¢(a/s)¢(t/1) = 1 implies
that (a/s)(t/1) = 1 (by injectivity). Therefore, t/1 is a unit in S~1A for all t € T.

(i1) = (i) Let a/t € T—1A. Since t/1 is a unit in S™' A, there exists a’/s € S~1 A such that (a’/s)(t/1) = 1.
Then ¢(a’/s)é(t/1) = 1 implies that ¢(a’/s) = 1/t. Therefore, ¢(aa’/s) = ¢p(a/1)¢(a’/s) = a/t. Therefore, ¢
is surjective. If ¢(a/s) = 0, there exists t € T such that at = 0. This implies that (a/s)(t/1) = 0. Since /1 is
a unit, a/s = 0 so ¢ is injective.

(15) = (i4i) (a/s)(t/1) = 1 implies there exists s’ € S such that as’'t = ss’ € S. Let x = as’.

(iti) = (ii) If xt = s for some x € A and s € S, then (z/s)(t/1) =1 so t/1 is a unit in S~LA.

(iv) For t € T, let € A be such that 2t € S C S. Then t € S since S is saturated. Therefore,

(i) f T C S and t € T, then t/1 € ST A is not in any prime ideal since

)=(A\S)NT = U »s|nT= U pe | NT.
pCA prime pCS—1A prime
pNS=0
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9b.

9c.

10a.

10b.

11.

Therefore, ¢/1 is a unit.

(iv) = (V) fT C S, then T C S and A\ S C A\ T. Writing these sets as their respective union of prime
ideals, this shows that for a prime ideal p, pNS =0 = pNT = (. The contrapositive of this is exactly
pNT#0 = pNS£0D.

(v) = (iv) From above, the contrapositive of (v) is pNS =0 = pNT = (. Therefore, the set of

prime ideals that do not intersect S is a subset of the set of prime ideals that do not intersect 7. That is,
A\ S C A\T. This is equivalent to T C S. Then T CT C S.

As shown in a previous problem, the set of zero-divisors is a union of prime ideals. Therefore, its complement
So of non-zero-divisors is a saturated multiplicative set. For any s € Sp, (s§)n>0 is a multiplicative set and
hence, for any maximal multiplicative set S = A\ p for some prime ideal p, 0 € S(s§)n>0 or S(s§)n>0 = S so
that so € S = A\ p. If 0 € S(s5)n>0, there exists a € S = A\ p and n > 0 such that 0 = as} = (asy ")so,
which would imply that so € D, but so € S. So we must have that sy € A\ p. Since p was an arbitrary minimal
prime ideal, we have that

ssc N @p=a\[ U »

p minimal p minimal

Taking complements, we have that every minimal prime ideal is contained in D.

Let i : A+ Sy ' A be the inclusion map and i(a) = a/1 = 0. Then there exists s € Sy such that as = 0. Since
s is not a zero-divisor, this immediately implies that a = 0 so that ¢ is injective.

Assume that Sy C S then there exists some zero-divisor n € S. Let u € A be such that nu = 0. We have

. p_pn 0
i(p)==>=—=~-

=0.
1 n

Therefore, i : A — S~ A is not injective. This shows that Sy is maximal in this respect.

It is easy to see that a/so = 0 € Sy A if and only if @ = 0. Therefore, a/sy € Sy ' A is a zero-divisor if and
only if a € A is a zero-divisor. If a € A is not a zero-divisor, then a € Sy so that a/s € Sy A is a unit (with
inverse s/a).

Let A be a ring such that every non-unit is a zero-divisor. Then Sy is exactly the set of units. Any element
of S;'A can be written as a/s = as~!/1. The map ¢(as™'/1) = as™! is an inverse to the inclusion map
i: A So_lA (it is easily seen to be a ring homomorphism). Therefore, A ~ So_lA in this case.

Let A be absolutely flat and S any multiplicative subset. Consider a principal ideal (x/s) of S™*A. Since
x € A, x = az? for some a € A (since (x) = (22)). Therefore,

v _art _ (%) ()’
s s \1/J\s/) "~
This implies that (z/s) = ((z/s)?). Since x/s was arbitrary, this implies that S~ A is absolutely flat.

If A is absolutely flat and m is a maximal ideal, then from the previous problem, A, is absolutely flat as well.
Since Ay, is a local ring, from a previous problem, this implies that A, is a field.

Assume Ay, is a field for every maximal ideal m. For any A-module M, M, is a A, module. Since A, is a
field, My, is isomorphic to a direct sum of copies of A, and is therefore flat by a previous problem.

(1) = (4i) If A/Mis absolutely flat. Since 91 C p for all prime ideals p, there is an induced map 7 : A/M +— A/p
(that is surjective). Since the image of an absolutely flat ring is absolutely flat, A/p is absolutely flat. Therefore,
every element of A/p is a non-unit is a zero-divisor. Since A/p is an integral domain, this then implies every
nonzero element is a unit so that A/p is a field and so p is maximal.

(1) = (i) (This was taken from the internet) Notice first that if every prime ideal of A is maximal, every
prime ideal of A/ is maximal. Therefore, A’ = A/M is a ring with no nilpotents such that every prime ideal
is maximal. Fix z € A’ and define S = {z"(1 +az):n >0, a € A'}. If 0 ¢ S, then we can compute S~ A’
and find some prime ideal of it. Then it is of the form S~!p for some prime ideal p NS = (). Since either = € p
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12b.

12c.

12d.

or 1 —ax € p by maximality of p, we have a contradiction. Therefore, 0 € S. Therefore, there exists n > 0 and
a € A’ such that

2"(1 —ax)=0.

Therefore, x(1 — ax) is nilpotent and equal to zero. This shows that (z) = (2?) so that A’ is absolutely flat.
(i4) = (i44) This is immediate. For every p € Spec(A), we have

{p}=V(p) = {p}
(#91) == (¢4) This is also immediate. For every p € Spec(A),

{p} ={p} =Vp.
Therefore, p is maximal.

(1) = (iv) Since Spec(A) is homeomorphic to Spec(A/M), it suffices to show that X = Spec(4/N) is
Hausdorff. Let p,q € X be distinct. Since they are distinct, without loss of generality, there exists € p
and 7 € q. Then there exists a € A/M such that & = az?. This implies that a ¢ q since otherwise, = € q.
Therefore, we may replace x by ax and the above holds. That is, we may assume that x is idempotent. Notice
that ©(1 — z) = 0 so that 1 — z € q (since « ¢ q). Similarly, both cannot lie in the same prime ideal, since
x4+ (1 —x) = 1. Therefore, p € X1_,, g € X, and X;_, N X, = X;(1_,) = 0. Therefore, X and Spec(A) are
Hausdorff.

(tv) == (4i4) This is immediate by definition.

If the above hold, then Spec(A) is Hausdorff and quasi-compact and so is compact. To see that Spec(A)
is totally disconnected, it suffices to show that Spec(A/M) is totally disconnected. Using the notation from
(#91) = (iv), we have that z(1 — z) = 0 so that every prime ideal contains either x or (1 — x), but not both.
That is, every prime ideal is in either X, or X;_,. Then for any open set with at least two elements, we can
find a separation of this set in this way. Therefore, the only connected sets are singletons.

Let A be an integral domain and M an A-module. It is easy to check that T'(M) is a submodule of M (since A
is an integral domain, ann(z) Nann(y) # {0} for ann(x) # {0} # ann(y)). Consider the quotient M/T(M) and
let « + T(M) € M/T(M). If there exists a € A such that a(x +T(M)) = ax +T(M) = 0, then az € T(M),
which implies there exists b € M such that b(azx) = (ba)x = 0. Therefore, © € T(M) and so M/T (M) has no
torsion elements.

Let f : M — N be a module homomorphism. For 2 € T(M), there exists a € A such that axz = 0. Then
fla)f(z) = f(ax) = 0 implies that f(z) € T(N). Therefore, f(T(M)) C T(N).

Let
0 M LML M -0

be exact and consider the induced sequence

0 1M LTy L .
Since f and g are restrictions of the original functions, we have that f is injective and g o f = 0 so that

Im f Ckerg. Let m € kerg. Considered as an element of M, m € ker g so that m € Im f. That is, m = f(m/)
for some m’ € M’. Let a € A be such that am = 0. Then

0=am=af(m') = f(am’).

By injectivity of f, we have that am’ = 0 so that m’ € T(M’') and so m € Im f. Therefore, the induced
sequence is exact.

Let ¢ : M — k ®a M be the map ¢(z) = 1 ® x, where k = (A \ {0})"!A. There is an isomorphism
k®a M+ (A\ {0})"1M defined by a/s ® m = am/s. Then the kernel of the composition is exactly the
kernel of the original map since the latter is an isomorphism. The composition is given exactly by m — m/1.
Therefore, m € ker ¢ iff there exists s € A\ {0} such that sm = 0. That is, if m € T(M). Conversely, it is easy
to see that T'(M) C ker ¢. Therefore, ker ¢ = T'(M).
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14.

15.

16.

First, it is easy to consider both S=Y(T(M)) and T'(S~'M) as A-submodules of S~'M. For m/s € T(S™' M),
there exists a € A such that (a/1)(m/s) = 0. That is, there exists s’ € S such that s’am = 0 and so m € T(M)
so that m/s € S™YT(M)). Conversely, for m/s € S~*(T(M)), there exists a € A such that am = 0 so that
(a/1)(m/s) = 0. Therefore, m/s € T(S~'M). Combining inclusions, we have that S~™(T(M)) = T(S~1M).

(i) = (it) This is immediate from the above. If T(M) = {0}, then T'(M,) = (T'(M)), = 0.
(#4) = (i44) This is even more immediate.
(#i1) = (i) If My, is torsion-free for every maximal ideal m of A, then
(T(M))m =T(Mn) =0
for all maximal ideals m of A. Since being equal to zero is a local property, we have that T'(M) = 0.

Let M be an A-module and a an ideal of A such that M, = 0 for all maximal ideals a C m. For such maximal
ideals, we have

(M/aM )y ~ My /(aM )y = 0.

For a maximal ideal m such that a  m, there exists a € a such that a € m. For any (m+aM)/s € (M/aM ),
we have

m—&—aM_gm—&—aM_am—&—aM_
s T a s a as o

0.

Therefore, (M/aM )y = 0 for all maximal ideals m. This implies that M/aM = 0 and so M = aM.

Let A be a ring, F' = A", (e1,...,€e,) be the canonical basis of F, and (z1,...,2,) be a generating set of F.
Define a map ¢ : F' — F defined by ¢(e;) = x; and extend linearly so that ¢ is surjective. To show that ¢ is
injective, it suffices to consider the case that A is a local ring, since then ¢y, : Fi, — Fy, is injective for every
maximal ideal m of A and hence, ¢ itself is injective. Let N = ker ¢, m be the unique maximal ideal of A, and
k = A/m. Consider the exact sequence

0 NSFSF o

Since the tensor functor is right exact,

ko N reor %% o r 50

is exact as well. These maps then may be considered as k-module homomorphisms so that the latter map is a
surjective map between vector spaces of dimension k and is therefore injective. This implies that £k ® N = 0.
By previous problems, N is finitely-generated and k ® N ~ N/mN = 0. Since A is local, m C J (in fact, equal
to) and so by Nakayama’s lemma, we have that N = 0. Therefore, ¢ is injective and hence, an isomorphism.

If Kk < nand z,...,2, € F, then extend this set by adjoining ey, ... if necessary to get a generating set
(€iyyeves€if 4y X1y-..,xk) With n elements. Then ¢ : F +— F defined above is an isomorphism. Notice that
¢(e1) = e;; and ¢ is injective. Therefore, there is no element

k
¢ ( Z aiei> = Zaiii = €4, -

i>n—k i=1
Therefore, the x; do not span F'.

(1) = (4i) this exactly proposition 3.16 from the text.

(#i) = (i4i) For a maximal ideal m C A, write m = p° for some p C B prime. Then
mé=p“CpcC(l).
(t41) = (iv) For M anonzero A-module, fix any x # 0 in M and let M’ = Ax. Since the inclusion i : M’ — M

is injective, the resulting A-module homomorphism Id ® i : B ®4 M’ — B ®4 M is injective. This map can
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easily be regarded as a B-module homomorphism and so is a B-module homomorphism ¢’ : M — Mp. Since
i’ is injective, it suffices to show that M} # 0. Note that M’ ~ A/a where a = ann(z) # (1). Therefore,

Mp =B®y AJa~ B/aB = B/a°.
Since a C m for some maximal ideal m, a® C m® C (1). Therefore, a® # B so that M} # 0. This implies that

Mg #0.

(iv) = (v) Let ¢ : M — Mp be the inclusion map i(m) = 1®@m (considering Mp as an A-module). Consider
the exact sequence

0= kero - ML My — 0.

Since B is flat, the induced sequence of B-modules is exact.

0— (kerqﬁ)B i)]\43 ¢—> (MB)B —0

From a previous problem, the inclusion map M +— Mp is injective. Since B is flat, the induced map Mp —
(Mp)p is injective as well. This implies that (ker ¢)p = 0. Using (iv), this implies that ker ¢ = 0 so that ¢ is
injective.

(v) = (i) Let a be an ideal of A and M = A/a. Then the map ¢ : M — Mp is injective. That is, the map
Ala— B®4y A/a~ B/aB = B/a®

is injective. Let a € a®® and consider the composition f : A — A/a +— B/a®. Then f(a) € a®“® = a° and so
f(a) =0 so that a € a. Therefore, a®® = a. Since a was arbitrary, the result follows.

17. A ring homomorphism f : A — B is flat if B with the corresponding A-algebra structure is flat (resp. faithfully
flat). Let

Al,B % o

be ring homomorphisms such that g o f is flat and ¢ is faithfully flat. Let M and N be A-modules and
¢ : M — N be an A-module homomorphism. Since Mp and Np are B-modules and C' is a faithfully flat
B-module, we have the inclusion map Mp — (Mp)c is injective. That is, the map

BsM—-Cep(BaM)=(CB)@sM=C®s M

is injective. This map is clearly given by g ® Id,;. Similarly, the map ¢ ®@Idy : BRa N — C®4 N is injective.
Similarly, since C' is a flat A-module, the map Ide ® ¢ : C ®4 M — C ® 4 N is injective. Finally, we have a
map [dp ®¢p: B®ag M — B ®4 N. These maps clearly satisfy

(Idc ® ¢) o (9@ Idy) = (g @ 1dn) o (Idp ® ¢).

Since the right hand side is the composition of injective maps, it is injective. Therefore, the right hand side is
injective, which implies that Idg ® ¢ is injective. Therefore, B is a flat A-module and so the map f is flat.

18. If f: A— B is a flat map, ¢ C B prime and p = q° C A prime. Then B is a flat A-module so that B, is
a flat Ap-module. Therefore, the map f, : Ay, — B, is flat. From problem 12, B, ~ (f(A\ p))~'B where
f(A\p) € A\ g so that we may consider B, C By. Since q generates a prime ideal in By, it generates a prime
(maximal) ideal in By (consider the inclusion map between them). Localizing at this ideal, we get exactly By
so that By is a localization of B,. From this, the map i : B, — By is flat (B, is flat as a By-module since it
is a localization). It is easy to see that the composition of flat maps is flat. Therefore, By is a flat Ay-module.
The only maximal ideal of A, is generated by p. We have that the extension of this ideal in B, is contained
in the maximal ideal generated by q and therefore, not equal to (1). This implies that By is a faithfully flat
Ap-module so that the map Spec(B) — Spec(A) is surjective.

19a. This is obvious from the fact that M = 0 if and only if M, = 0 for every prime ideal p of A.
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19e.

19f.

19g.

19h.

Notice for an ideal a of A and a prime ideal p,
(A/a)y = Ay @4 (A)a) = Ay /aA, = A, /ac.

Therefore, if a C p, then a® C p¢ C (1). Therefore, the quotient above is nonzero and so p € supp(A4/a).
Conversely, if p € supp(4/a), then the quotient above is nonzero so that a® C (1). Since a® is contained in
some maximal ideal and there is only one, a® C p°. Then a C a®® C p®® = p by the prime ideal correspondence
with localizations. Therefore, p € V(a). Therefore, V(a) = supp(A/a).

Let

0—-M —-M-—-M" -0
be exact. Then the induced sequence

0— M, — My, — M, =0

is exact as well. From this it is clear that M, # 0 if and only if M, # 0 or M,/ # 0 (that is, if they are both
zero, so is M and vice versa). Therefore, supp(M) = supp(M’) U supp(M").

Let M =Y M,;. If M, # 0, then there exists some m € M and s € A\ p such that m/s # 0. We may write
m = m;, + ...+ m;, for some my;; € M;;. Then at least one of mi_j/s is nonzero since otherwise, m/s = 0.
Therefore, (M;;), # 0. Conversely, if (M;,;), # 0 for some i;, then since the inclusion map M;, — M is

injective, so is the induced map (M;,), — M,. Therefore, M, # 0. Combining these inclusions, we have that
supp(3_ M;) = Usupp(M;).
If p is such that ann(M) ¢ p, then there exists a € ann(M) such that a ¢ p. Then in M,,

m am
)
S as

Therefore, M, = 0. Conversely, if M, =0, then 1/1 = 0 in M,,. That is, there exists a € A\ p such that al = 0.
Then for all m € M, am = alm = 0. Therefore, a € ann(M). That is, ann(M) ¢ p. Taking contrapositives,
we have that M, # 0 if and only if ann(M) C p. That is, supp(M) = V(ann(M)).

Let M and N be finitely generated. Let p be such that
(M@ N)p =M, @4, Np = 0.

From a previous problem, if and only if M, = 0 or N, = 0. Taking contrapositives, we have that (M @ N), # 0
if and only if M, # 0 and N, # 0. That is, supp(M ® N) = supp(M) N supp(N).

Let M be finitely generated and a a proper ideal of A. Since M/aM = (A/a)®M, it is clear that supp(M/aM) C
supp(A/a) Nsupp(M) = V(a) Nsupp(M). Conversely, If p € V(a) Nsupp(M), then M, # 0 and (aM), # M,
since 1 & (a),. To see this, simply write 1 = am/s for s € A\ p. Then there exists ¢t € A\ p such that
t(s —am) =0, or st = atm € p, but s,t & p. Now notice

(M/aM)y = My /(aM), # 0.
Therefore, the other inclusion holds as well. Using that M is finitely generated, supp(M) = V(ann(M)). Then,

supp(M/aM) =V (a)NV(ann(M)) = V(aUann(M)) = V(a + ann(M)).

Let f: A+ B be a ring homomorphism and M a finitely generated A-module. Using S™'M = S~™'A®4 M,
for ¢ C B prime, we have

(BRaM)y=DBq®p (B®aM)=(By®pB)®aM=DBy®aM.

If f(ann(M)) € q, then there exists a € A such that f(a) € ann(M) and f(a) € q. Then for any element of
By ® M,

é m:f(a)b m = a - b m:L am =
SO = a)s © ( f(a)s) M= s 2o =0
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Therefore, By®@M = 0. That is, supp(B®M) C V(ann(M)®). For the converse, let my, ..., m, be a generating
set for M and notice

supp(B ® M) = supp (Z(B ® Ami)) = Usupp(B ® Am;).

Similarly,
V(ann(M)) = (£ (supp(M)) = (£)~* (U supp(ama)) = J(r*)~ (supp(Am,)) = [V (ann(Am,)).

Therefore, it suffices to consider the case that M is cyclic and so equal to Am; = A/a, where a = ann(m;). We
see

(B®a M), = (B®4 A/a)g = (B/aB), = B,/(aB),.

Now if (B®a M)y = 0, then (aB)q = By so that there exists b € B and s € B\ q such that (a/1)(b/s) = 1.
Therefore, there exists ¢t € B\ q such that

tlas—b)=0 = ast=0bt & q.

Therefore, ast € a and ast ¢ q. The contrapositive is if a C q, then (B ®4 M)q # 0. Since a = ann(m;), the
result follows.

This is exactly the equivalence (i) <= (éi) from problem 16.

Let f : A — B be a ring homomorphism and f* : Spec(B) — Spec(A) be the induced map. If every prime
ideal of B is an extended ideal, consider the map (not necessarily continuous or anything) ¢ : Im f +— Spec(B)
by f(p) = p°. This map actually sends elements of Im f to prime ideals of B since for any prime ideal q of B,
q = a® for some ideal a of A. Then f*(q) = q°, and so ¢(q°) = q°© = a®“® = a® = q € Spec(B). Note that this
computation also shows that ¢ is a (point-wise) left-inverse of f*. Therefore, f* is injective.

Let A be a ring, S € A a multiplicative subset, ¢ : A — S~!A be the inclusion, and ¢* : Y — X be the
induced map where Y = Spec(S™1A) and X = Spec(A). It is clear that Im¢* = {p € X : pN S = 0} and that
S~1:Im¢* — Y is a two-sided inverse. All that remains to be shown is that the map S~! is continuous on
Im ¢* in the subspace topology. One way of doing this is to show simply that ¢* is an closed map. This is a
lot to write.

¢*(V (b)) =¢*(V(r(0) =¢" [V | () q

gey
bCq
=V o7 [ (Na]| [N’
qeyY
bCq
= V(7 (r(b))) NIm¢*
=V(r(¢~' (b)) NIm¢’
= V(6°) NIm ¢*
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21c.

21d.

22.
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This set is closed in Im ¢* and completes the proof. Note the use that ¢ is bijective is used in the third line.

If fe Aand S = (f")n>0, the image of Spec(Ay) is Xy since the image of Spec(Ay) is the set of all prime
ideals that do not contain f, by what was shown above.

Let f : A — B be a ring homomorphism, f* : Spec(B) + Spec(4) its induced map, i; : A — S~'A4 and
iz : B+ S™!B be inclusion maps, S~1f : S~ A + S~ B another induced map, and (S~!f)* : Spec(S~!B)
Spec(S~1A) its induced map. We have a commutative diagram.

A / B

do s

S™tA —— S71B
S—1f

Applying the Spec functor, we get a new commutative diagram with arrows reversed.

*

Spec(A) «———— Spec(B)

Spec(S—1A) W Spec(S™1B)

Since the maps 45 are embeddings, we may consider Spec(S~'A) as its image in Spec(A4) and Spec(S~'B)
as its image in Spec(B). With this identification, it is then clear that (S~!f)* is the restriction of f* to
Spec(S~IB). If f*(q) € Spec(S~1A) = ii(Spec(S~1A), then f*(q) NS = (. This is equivalent to q N f(S) =
so that S~1q € Spec(S~!B) that maps to f*(q) since the diagram above commutes. Therefore, Spec(S™1B) =
(f*)"*(Spec(S™1A)).

Let a be an ideal of A, b = a® be its extension in B, f : A/a — B/b be the map induced by f and ?* :
Spec(B/b) — Spec(A/a) be its induced map. Considering the quotient maps w1 : A +— A/a and 73 : B — B/b,
we have a diagram as above. Since 7; is surjective, 7} is a homeomoprhism onto ker 7; and so we may identify
(as above) Spec(A/a) with its image under 77, V(a) C Spec(A) and similarly, Spec(B/b) with V' (b) C Spec(B).
With this identification, it is clear that f  is the restriction of f* to V/(b).

Let p € Spec(A) and consider f* : Spec(B,) — Spec(A,) from the second part. In this space, the preimage
of the restriction f* coincides with the preimage of f* itself, so we focus attention here only. Consider the
subspace V(p) in Spec(A/p). It is clearly the singleton {p}. The preimage of this subspace is exactly V(p°)
(if p C q¢, then p¢ C q°¢ C q so the preimage is contained in this set and clearly, this set maps into our set as
well), which can then be identified by Spec(B,/p°®) = Spec(B,/pBy). We have

(f*)~"(p) = Spec(B, /pBy) = Spec(A/p @ Ay ® B) = Spec(k(p) @ B).

Let A be a ring and p a prime ideal of A. The canonical image of Spec(A,) is the set of prime ideals g such
that q C p (that is, they do not intersect A\p). Clearly, if U C Spec(A) is such that p € U, then Spec(4,) C U
since if ¢ C p and g ¢ U, then since Spec(A) \ U is closed,

p € V(a) ={a} € Spec(4)\ U.

From this, Spec(A4,) C NpeyU. Conversely, if q is in every open set that contains p, then p € {q} = V(q) so
that q C p and therefore, q € Spec(4,).

Let A be a ring, X = Spec(A), and U be a basic open set (U = X for some f € A). If U = Xy = X, consider
the rings Ay and A,. Since Xy = X, then r((f)) = 7((g)) and so there exists n,m > 0 and a,b € A such that

f"=ag, g" =0bf.
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Now let iy : A+— Ay and i, : A — Ay. Since

fb
——=1€A
1gm € La)

ig(f*) is a unit for each element of (f™),>0 and so there is an induced map ¢ : Ay — A, such that i, = ¢ oiy.
Similarly, is(g*) is a unit for every element of (¢"),>0 and so there is an induced map ¢ : A, — A such that
iy = ¢ oi, Finally, since i;(f¥) is a unit for every element of (f™),>¢ there is a unique map Id : Ay — Aj
such that iy o Id oiy. However,

if=poig=popoiy = po¢=Id.

Similarly, by replacing Ay with Ay, ¢ o ¢ =1Id and so Ay ~ A,. It is clear that with any choice of equation
used to define these maps, you get the same maps. Therefore, the assignment U +— A(U) = Ay is well-defined.

Let U = Xy and U’ = X, be such that U’ C U. Then V(r(f)) € V(r(g)) which implies 7(g) C r(f). That is,
g € r(f) and so there exists n > 0 and u € A such that g" = uf. Define p: A(U) — A(U’) by

pla/f™) = au™/g"™.
This map is well-defined since if a/f™ = b/ f!, then there exists f? such that f*(af'—bf™) = af! T —bfm+ = 0.
Multiplying through by u!/*™%% we get that
aumg77,(l+i) _ bulgn(m+z) — &ul+m+ifl+i _ bul+m+ifm+i = 0.
That is, au™™ /g™ = bu'/g"™. It is easy to check that this map is a ring homomorphism. It is easy to see that
for any other choice of equation g™ = bf, that we obtain the same map. To see that this map depends only
on U and U, if we take A(U) = Ay = Ap and A(U') = A, = Ay, then any choice of defining functions makes

the box diagram commute (which is a mess of exponents to check, but not hard). With this, the map p is
well-defined up to the isomorphism classes A(U) and A(U’) and hence, depends only on U and U’.

If U =U', where U = Xy and U’ = X, then from the first part, Ay ~ A, so that choosing both A(U) = Ay
and A(U’) = Ay as a representative, the restriction homomorphism is the identity map (or, the equivalence
class of the identity map).

This problem is a notation chase. It is similar to proving that the diagram from the second part commutes.
Choose any defining equation for the restriction homomorphism (they all define the same map) and show that
the compositions are equal.

Let p € Spec(A) = X. If p € U = Xy, then f & p so that (f"),>0 € A\ p. That is, Ay C A,. Therefore, we
have injective maps iy : Ay — A, satisfying iy = i 0 pupy where pys : Ay = Ay (in the case that Xy C X,.
Plug and chug to check). Therefore, there is an induced map ¢ : lim A(U) — A,. This map is injective because
each of the inclusion maps i is injective. To see that it is surjective, let a/s € A,. Then s € A\ p so that
p € Xs(= A(U) for some p € U) and

a/s = Ms(a/s) = (;5(&/8),

considering a/s € lim A(U). Therefore, ¢ is bijective and hence, an isomorphism.

Let f: A— B and g: A+ C be ring homomorphisms and define h : A +— B ® 4 C to be the map
hz)=2(1®41)=f(z) @41 =14 g(x).
For p € Spec(A), we have (from a previous problem)
(") () = Spec(k @4 (B 8.4 C)) = Spec((k @4 B) @4 (k @4 C)),

where k = k(p) = A, /pA,. Here, k ®4 B and k ®4 C are k-algebras and so of course k-vector spaces so their
tensor product is zero if and only if both are nonzero vector spaces. From this, p is in the image of A* if and
only if the tensor space (k ®4 B) ® (k ®4 C) # 0 (if a ring has no prime ideal, it is the zero ring and vice
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versa). Again, since they are k-vector spaces, this tensor product is nonzero if and only if both are nonzero.
That is,

p € h*(Spec(BR4C) < ks B#0#k®C.

Notice that (f*)~'(p) = Spec(k ®4 B) so that p € f*(Spec(B) if and only if k ®4 B # 0 and similarly,
p € g*(Spec(C) if and only if k ®4 C # 0. The above implications then give us

p € h*(Spec(B®4 C) < p € f*(Spec(B)) and p € g*(Spec(C)).
That is,

h*(Spec(B ®4 C) = f*(Spec(B)) N g*(Spec(C)).

Let (Ba,gap) be a directed system of rings over a directed set I and B = limB,. For each a € I, let
fa + A= B, be a ring homomorphism such that for o < 3, gog © fo = f3. Then the maps f, induce a map
f: A B. For p € Spec(A), notice

(/)7 () = Spec(k @4 B) = Spec (lm(k ©.4 Ba) ) .

since the tensor product commutes with direct limits (where k = k(p)). The spectrum of a ring is empty if and
only if the ring is the zero ring. Therefore,

p € f*(Spec(B)) <= lim(k ®4 Ba) # 0.

From a previous problem, the direct limit of rings nonzero if and only if each individual ring is nonzero. That
is,

p e f*(Spec(B)) <= Vael, k®s B, #0.
Again, these rings are nonzero if and only if p € f%(Spec(B,)). Therefore,

p € f*(Spec(B)) <= Va €I, p € f5(Spec(Ba)).

Finally, we then have

f*(Spec(B)) = () fi(Spec(Ba))-

acl

Let fo : A— B, be a family of A-algebras indexed by I, (By,isy) be the directed system of tensor products
indexed by the directed set I’ of finite subsets of I, and let B = lim B be the tensor product of this family of
A-algebras. For each J € I, there is an induced map f; : A — By defined by f;(z) = z(1®...® 1) satisfying
i7g: o f; = fy. Therefore, there is an induced map f : A — B. From the previous problem, we have

f*(Spec(B)) = () f7(Spec(B.))-

Jel

Now from the problem before that, we can extend the result to the finite case. In this case, the map f; is
exactly the map h in the problem, so we have

£5(Spec(By)) = [ fal

aeJ
Therefore,
f*(Spec(B ﬂ f7(Spec(By)) ﬂ ﬂ 12 (Spec(B ﬂ 12 (Spec(B
JelI’ JeI' aed acl
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Let fo : A — By, 1 < i < n, be a finite collection of A-algebras, B = [[ B, and f : A — B be the map
f(z) = (fa(z)). For p € Spec(A), we know (where k = k(p))

(f*)"'(p) = Spec(k © B).

Therefore, p € f*(Spec(B)) if and only if k ®4 B # 0.

It will now be shown that k ® B = 0 if and only if k ® B; for all i. Assuming that k ® B = 0, consider the
projection maps 7; : B — B;. Since the tensor functor is right exact (preserves surjective maps), the induced
map Idom; : k® B — k ® B, is surjective. However, kK ® B = 0 then implies k¥ ® B; = 0 for ¢. Conversely, if
k ® B; = 0 for each index i, consider the right exact sequence

By - B — I]:Eg-—» 0.
J>1

Again, applying the tensor functor to this sequence, we obtain the right exact sequence

k@B —»k®B—ke | [[B;| —0

j>1

Since k ® By = 0, we have that the induced map k ® B — k ® ([[;., B;) is injective. Continuing considering
these sequences and applying the tensor functor, we continue to get a sequence of injective maps

koB—ke | [[Bi] 2k [[Bi| = - —k®B.=0.

j>1 ji>2

Since the composition is injective, this then implies that £k ® B = 0. Taking the contrapositive, we have that
k® B #0ifand only if k ® B; # 0 or k ® By # 0.

In the notation from earlier, this says exactly that
p € f*(Spec(B)) < i, p € f7(Spec(B;)).
That is,

fr(Spec(B)) = | f7(Spec(By)).

1<i<n

From the above, the sets of the form f*(Spec(B)) where f : A — B is a ring homomorphism satisfy the axioms
determining closed sets of a topology on X = Spec(A). The topology is known as the constructible topology
on X and X in this topology is denoted X¢. For any closed set V' (a) of the Zariski topology, the projection
map f: A~ A/a has image exactly V(a) so that every closed (resp. open) set is closed (resp. open) in the
constructible topology. Therefore, the constructible topology is finer than the Zariski topology.

As above, let X be X = Spec(A) in the constructible topology and let {U, }aer be an open cover of X. This
is equivalent to NperCy = 0, where C,, = X \ U,,. Since the C,, are closed, so we may write C, = f*(Spec(B,))
where f : A — B, is some ring homomorphism. From the first part, this closed set is equal to the spectrum
of the tensor product of this family of A-algebras. Since the spectrum is empty, this implies that the tensor
product is the zero ring. Since the tensor product is the direct limit of rings and is equal to zero, this implies
there exists some finite subset J C I (since these index the direct limit defining the tensor product) such that
Bj; =0. Writing f; : A — By, we see

m Ca = m = fx(Spec(Ba)) = f7(Spec(By)) = 0.
acJ acJ
Therefore, the complements of the sets Cy, for a € J have union equal to all of X. Therefore, this finite open

cover has a finite subcover. That is, X¢ is quasi-compact.

Fix g € A. If g is nilpotent, then X, = ) is open and closed. Assume now that g is not nilpotent. Since
X, is open in the Zariski topology, X, is open in the constructible topology. Since g is not nilpotent, the set
(¢™)n>0 is a multiplicatively closed subset of A not containing 0 wit localization A,. There is an induced map
f: A~ Ay The image f*(Spec(Ay)) = X, (this was done in problem 21). Therefore, X, is closed as well.
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28b. Let X¢r denote X in the coarsest topology on X in which the sets X, are both open and closed. If p,q € X
are distinct, then without loss of generality, p Z q. That is, there exists f € p and f € q. That is, p € Xy and
q € Xy. In other words, p € X¢v \ Xy and q € X;. These sets are both open and disjoint. Therefore, X¢ is
Hausdorff.

28c. Let f : X¢ — X be the identity map. Clearly, it is bijective and continuous since the constructible topology
is finer than C’. To see that f is a homeomorphism, it will be shown that f is a closed map. Let C C X be
closed. Since X¢ is quasi-compact, this implies that C is quasi-compact. Then its image f(C') is quasi-compact.
Since Y is Hausdorff, the usual justification shows that f(C) is closed. Therefore, f is a homeomorphism.

28d. X¢ is Hausdorff since the sets Xy are open and closed and therefore, X is compact. For any set S of two
or more elements, we can find a separation of this set of the form X, and X \ X, (as in showing X¢v is
Hausdorff). Therefore, singletons are the only connected subsets of X¢ and so X¢ is totally disconnected.

29. Let f : A — B be a ring homomorphism and consider Spec(A) and Spec(B) in the constructible topology.
To show that f* : Spec(B) — Spec(A) is continuous, notice that the sets of the form X, form a basis for the
constructible topology since they form a basis for C’ (from the previous problem). Therefore, it suffices to
show that (f*)~!(X,) is open in Spec(B) in the constructible topology. Note that (f*)~(X,) = Y}(,) is open
in Spec(B) in the constructible topology. Therefore, f* is continuous. The verification that f* is closed is the
same as showing that the map f : X¢ — X is closed (since Spec(B) is quasi-compact in the constructible
topology and Spec(A) is Hausdorff).

30. If the Zariski and constructible topologies coincide on Spec(A), then by Spec(A) is Hausdorff in the Zariski
topology. From a previous problem, this occurs if and only if A/91 is absolutely flat. Conversely, if A/ is
absolutely flat, then Spec(A) is Hausdorff in the Zariski topology. Then the identity map f : Spec(A)c —
Spec(A) is a continuous bijection (since the Zariski topology is coarser than the constructible topology). Note
that Spec(A4)¢ is (quasi-)compact and Spec(A) is Hausdorff in this case, so f is in fact a homeomorphism.
That is, the two topologies coincide.

Chapter 4

1. Let A be a ring and a be an ideal of A. The irreducible components of Spec(A/a) are exactly the minimal
ideals of Spec(A/a). These are in a bijective correspondence with the prime ideals r(q;) = p;, which is finite
and therefore, there are finitely many irreducible components of Spec(A/a).

2. If r(a) = a, then a is the intersection of all prime ideals that contain a. We then have
a= n pi
i

for some prime ideals p;. We may assume that this intersection is minimal in the sense that no factor is repeated
and there are no proper inclusions since they may be condensed. Then it is clear that p; Z p; for each pair of
indices 1 <4, j < n since then we could condense the intersection further.

3. Let A be absolutely flat and g be a primary ideal of A. For = € A, we may write (1 — ax) = 0 for some a € A.
If 1 —ax & q, then 2™ € q. Notice this implies

Therefore, either z € q or 1 —ax € q. That is, in A/q, either T = 0 or T is a unit. Therefore, A/q is a field and
S0 ¢ is maximal.

4. Let m = (2,t) and a = (4,¢) be ideals of Z[t]. It is easy to see that Z[t]/m ~ Z/27 so that m is maximal.
Similarly, Z[t]/a ~ Z/47Z, whose only zero-divisors is 2, which is nilpotent. Therefore, a is primary. Notice
that @ C m is a proper containment since 2 ¢ a. Notice that ¢ € a, but ¢t ¢ m* for k > 1 (by observation of
generators for m* for £ > 1). Therefore, a is not equal to any power of m. Notice

r(a) =7((4) + (1) = r(r((4) + (1)) = r((2) + () = r(m) = m.

Therefore, a is m-primary.
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Let k be a field and consider the polynomial ring k[x,y, 2], prime ideals p; = (x,y), p2 = (z, 2), maximal ideal
m = (z,y, 2), and a = p1p2. Clearly, a C p; Nps and a € m? so that a C p; Npa Nm?2. Conversely, by comparing
generators, we have the opposite inclusion so that a = p; Npa Nm?2. Since each of these ideals is primary, this is
a primary decomposition of a. p; and po are prime, so these are automatically associated primes of a. Similarly,
r(m?) = m so that this is another associated prime of a. Then it is clear that p; and ps are minimal so these
are the isolated components and m is contained in both of these and so is the only embedded component.

Let X be an infinite compact Hausdorff space, and C(X) be the ring of real-valued continuous functions on X.
It will be shown that 0 does not have a primary decomposition (since X is infinite). Notice first that 0 has a
primary decomposition if and only if has a decomposition of the form

0= npi
i=1

for some primes p;. The ”if” direction is obvious. For the ”only if” direction, take a primary decomposition
and take the radical of both sides. Use the fact that the nilradical Mg(x) = 0 since R is a field to get a
decomposition of the form above (since radicals of primary ideals are prime). Assume such a decomposition
exists.

For x € X, recall that m,, = {f € C(X) : f(x) = 0} is prime (since the quotient is R). Therefore,

n

=1

From chapter 1, since this intersection is finite, this implies that p; C m, for some 1 < ¢ < n. Since X is
infinite, there is necessarily some 1 < ¢ < n such that p; € m, Nm, for some z,y € X. Since X is Hausdorff,
we may take disjoint neighborhoods U, of z and U, of y such that U, N U, = (. By Urysohn’s lemma, there
exists a function f € C'(X) such that f(x) = 1 and supp(f) C U,. Similarly, there exists g € C(X) such that
g(y) = 1 and supp(g) € U,. Then fg =0 € p;, but f ¢ m, and g & m, so that f & p; and g & p,. This
contradicts that p; is prime. Therefore, no such decomposition exists.

Let A be a ring and a be an ideal. Notice that a® (the extension of a to A[z]) necessarily contains a[z] since
it contains all monomials with coefficients from a. Conversely, any ideal of A[z] that contains a necessarily
contains all monomials with coefficients from a and so necessarily contains a[z]. Therefore, a® = ax].

Let p be a prime ideal of A. Notice that

Alz]/pl] = (A/p)[x].

Since the latter is the polynomial ring over an integral domain, it is necessarily an integral domain as well
(from a previous problem in the first chapter).

Let q be a p-primary ideal. We again have

Alzl/qlz] = (A/q)[x].

If f € (A/q)[x] is a nonzero zero divisor, then from the first chapter again, there exists a + q € A/q such that
(a+q)f(x) = 0. That is, each coefficient is a zero-divisor of A/q and so is nilpotent. From the same problem
from the first chapter, this then implies that f is nilpotent. Therefore, q[z] is a primary ideal. To see that
this ideal is p[x]-primary, again consider the quotient A[x]/q[x] ~ (A/q)[z]. The radical r(q[x]) is equal to the
contraction of the nilradical of this quotient. From chapter 1, we know the nilradical of a polynomial ring is
the set of polynomials with nilpotent coefficients. That is, M 4[,) = Ma[z]. Since the nilradical of A/q is p/q
(since q is primary) we have

Na/q)) = (b/q)[z] = p[z]/qz].

By the bijective correspondence of prime ideals of A[z] with (A/q)[x], this then implies that the contraction of
this nilradical is exactly p[x]. Therefore, r(q[z]) = p[x] and q[x] is p[x]-primary.
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Let a be an ideal of A with minimal primary decomposition

a= ﬂ qi-
i=1

It is clear by checking inclusions that

afz] = <ﬁ qi) [z] = ﬂ qi[z].

=1

From the previous problem, each ¢;[z] is primary, so this is a primary decomposition of a. To see that this
decomposition is minimal, notice that since 7(q;) = p; # p; = r(q;) for i # j, we have

r(aifz]) = palz] # pjla] = r(q;[x])

from the previous problem. Therefore, no associated prime ideal of a[z] is repeated. Similarly, since N;.iq; Z qs,
we have

Naslel = | (N as | [2] Z pila].

J#i J#i
Therefore, the primary decomposition above is minimal.

If p is a minimal prime ideal associated to a, then from the previous problem, p[z] is associated to alz] and is
of course minimal.

Let k be a field, k[z1,...,z,] be its polynomial ring, and p; = (21,...,2;) for 1 < i < n. By looking at the
quotients, it is clear that each p; is prime. Since p,, is maximal, it is clear that the powers of p,, are primary.
For 1 <i < nand k > 1, we may write

klxq, ... ,avn]/péC ~ (k[zy,... ,xi]/pf)[zHl, ceey Ty

From chapter 1, if an element g(z1,...,2,) € (k[x1,...,2:]/p¥)[xit1,..., 2] is a zero-divisor, there exists
f(zy, ... 2) € k[zy, ..., 2;]/p¥ such that f(z1,...,2:)g(z1,...,2,) = 0. That is, the coefficients of g are zero
divisors in k[z1, ..., 7;]/p¥. However, p; is maximal in k[z1,...,z;] as above so that p¥ is primary and the only
zero divisors are nilpotent. Therefore, the coefficients of g are all nilpotent so that g is nilpotent. Therefore,
pf is primary.

Let A be a ring and D(A) be the set of prime ideals p for which there exists a € A such that p is minimal
in the set of primes containing (0 : a). If x € A is a zero-divisor, then there exists y € A such that zy = 0.
That is, z € (0 : y). Let p be minimal in the set of prime ideals containing (0 : y). Then z € (0 : y) C p for
p € D(A). Conversely, if x € p with p € D(A), there exists a € A such that (0: a) C p and p is minimal in
the set of these ideals. Then p/(0 : a) is minimal in A/(0 : a) so that S = A/(0:a)\ p/(0: @) is a maximal
multiplicative subset not containing 0+ (0 : a). Since the set S(z™ + (0 : a)), >0 is multiplicative and contains
S, we necessarily have 0+ (0: a) € S(z™ + (0 : a))n>0 That is, there exists b+ (0 : a) € S such that

0+0:a)=0b+0:a))(a"+(0:a))=b2"4+(0:a) = b2z" €(0:a) = abz" =0.

Therefore, x is a zero-divisor.

Let S be a multiplicative subset of A and let i : A — S~!A be the inclusion map. If p € D(A)Ni*(Spec(S~1A)),
then p = q¢ for some prime ideal q of S~tA. For a € A satisfying the requirement that p € D(A), we have
(0:a) =ann(a) = ann((a)) so that

(0:a/1) = ann(S~!(a)) = S~!(ann(a)) C S™'p = q

by the prime ideal correspondence for localization. To see that g is minimal, assume there is a prime ideal q’
such that (0:a/1) C q' C q. Then

(0:a) C (ann(a))* = (0:a/1)° C q° Cq°=p.
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Therefore, q is minimal so that ¢ € D(S7!A). Therefore, p = q¢ € i*(D(S7'A)). Conversely, let p = q¢
for some q € D(S~!A), (that is, p € i*(D(S7A))). Clearly, pN S = 0 so that p € i*(Spec(S~1A)). Let
a/s € S7LA satisfy the requirement that ¢ € D(S7tA). Then it is easy to see that we may assume s = 1.
Then

(0:a)C(0:a)*=(0:a/1)°C q°=p.

If (0:a) Cp’ Cp, extending gives a contradiction to the minimality of q. Therefore, p € D(A). Combining all
these inclusions, we have

*(D(S71A)) = D(A) Ni*(Spec(S1A)).

Let p be a prime ideal of a ring A and S,(0) = ker ¢ where ¢ : A — A, is the inclusion map. Clearly, if
a € Sp(0), then a/1 = 0 € A, implies there exists s € A\ p such that as = 0. Since 0 € p and s & p, we have
that a € p. Therefore, S,(0) C p.

Assume that 7(S,(0)) = p. Then for each x € p, there exists n > 0 such that 2™/1 = 0 in A,. That is, there
exists s € A\ p such that s = 0. From this, S cannot be extended to a larger multiplicative set not containing
zero. Indeed, if z € A\ S = p, there exists n > 0 and s € S such that 2s = 0 so that x € S would imply
0 € S. Therefore, S is a maximal multiplicative subset so that A\ S = p is a minimal prime of A.

Conversely, if p is a minimal prime of A, then S = A\ p is a maximal multiplicative subset of A. Then for all
x € A\ § =p, the multiplicative set S(z"),>¢ necessarily contains 0. Therefore, there exists s € S and n > 0
such that 2"s = 0. That is, 2" /1 = 0 in A, so that 2™ € S,(0) and = € 7(S,(0)).

If p’ C p, we may consider A, C A, so we have a composition of inclusions A < A, < A,/ It is clear S, (0) is
the kernel of the first map and S, (0) is the kernel of the composition. From this, it is clear that S, (0) C S, (0).

If £ # 0, then (0 : ) # (1) and so there are prime ideals that contain it. By Zorn’s lemma, there exists minimal
elements p € D(A). Then (0: ) C p implies for every s € A\ p, xs # 0. That is, /1 # 0 in Ay so x & S,(0).
The contrapositive of this is if € S,(0) for all p € D(A), then z = 0. The result follows.

Let p be a minimal ideal of A. From a previous problem, this implies that (S, (0)) = p. If 2y € S,(0) and
x & Sp(0), then there exists s € A\ p such that szy = 0. Since = ¢ S,(0), for all ¢ € A\ p, tx # 0 so that
ann(z) C p. Since szy = 0, we then have sy = 0. s ¢ p then implies that y € p = r(S,(0)). Therefore, S,(0) is
primary. Let q be any p-primary ideal. For a € S,(0), a/1 = 0 implies there exists s € A\ p such that as = 0.
Since 0 € q and s € p = r(q), this immediately implies that a € q. Therefore, S,(0) C q and so S,(0) is the
minimal p-primary ideal.

Let a be the intersection of S, (0) indexed over the minimal prime ideals of A. Then
aCr(@c () r(S0)= (] p=9
p minimal p minimal

Finally, assume that 0 is decomposable so there are finitely many primes associated to zero. If a = 0, then the
decomposition of a can be reduced to a minimal decomposition of 0. From this decomposition and minimality
of each prime, it is clear that each prime associated to 0 is isolated. Conversely, assume each prime associated
to 0 is isolated. Then each associated prime to 0 is necessarily minimal. Writing a primary decomposition
0 = Nq, indexed by the minimal primes, S,(0) C q, so that a C 0 so that a = 0.

Since both contractions and S~ commute with finite intersections, we have

S(@)nSb)=(Sa)n(S7e)=(SranSb)° = (S (anb))* = S(anb).

Similar to the above, contractions and S~! commute with radicals so we have

If S(a) = (1), then S~'a = (S~ 1a)® = S(a)¢ = (1)° = (1) so that a NS # (. Conversely, if a NS # (), then
S~ta = (1) so that S(a) = (S~1a)¢ = (1).
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If S; and Sy are multiplicative subsets of A, then 5155 is a multiplicative subset of A. Notice that = € S(a) if
and only if there exists some s € S such that xs € a. Therefore, if € (51.52)(a), then there exists s159 € S1.59
such that 192 € a. Then s3(s12) € aimplies that s;2 € So(a) and this implies that z € S1(S2(a)). Conversely,
if x € S1(S2(a)), then there exists s; € Sy such that xs; € Sa(a). Then there exists s € So such that xs;s5 € a.
Therefore, x € (5152)(a). Combining inclusions, we get the result.

Let q be a p-primary ideal and S C A be multiplicative. If SNp # 0, then there exists p € pN.S. Since 7(q) = p,
p" € q for some n > 0. Since S is multiplicative, then p" € ¢ N .S so that ¢ NS # (. This then implies that
S(q) = (1). f SNp =0, then for x € S(q), there exists s € S such that xs € q, but s € p so that x € q. That
is, S(q) C g. Since q C S(q by definition, we then have that S(q) = q.

If a has a primary decomposition, we may write

a= m 9
i=1

for some primary ideals q;. From this, for any multiplicative subset S of A,

n

S(a) =[] S(a:)-

i=1

Here, for each index i there are two possibilities. If p; NS # 0, then S(q;) = (1). If p; NS = 0, then S(q;) = q;.
Therefore, there are at most 2™ possibilities for S(a).

Let A be a ring and p a prime ideal of A. Let S, = A\ p and define
pt) = Sy (p™).
Clearly, by the prime ideal correspondence from localization, we have
r(p™) = r(Sp(p")) = Sp(r(p™)) = Sp(p) = p.

To see that p(™ is primary, let zy € p(™ and assume y ¢ p. Then there exists s € Sp = A\ p such that
sxy € p™. Since sy € S, = A\ p, this then implies that z € S, (p") = p(™. Therefore, p(™ is primary.

Assume p™ has a (minimal) primary decomposition
pn = m qis
i=1
where r(q;) = p;. Taking radicals, we then have

b= m Pi-
i=1

From the first chapter, this implies that p = p; for some 1 < j < m. That is, p is an associated ideal of p”.
From the above, we also have that p is an isolated ideal of p™. Notice that p™ C p(™ so that

pn — pn ﬂp(n) — (p(n) N q]) N m q
i#]

From this, we get a new primary decomposition. By invariance of the isolated components in a minimal
decomposition, we have that q; = q; N p(™ so that q; C p(™. Conversely, for z € p("), there exists s € A \p
such that sz € p™ C q;. Since s & p = r(q;), this implies that z € q; and so p™ C q;. Therefore, q; = p(™ as
desired.

Assume that p(™p(™ has a (minimal) primary decomposition

l
i=1
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Similar to above, we have

l
p=re")nrE™) =r@E™pt) = (e

i=1

Therefore, p = p; for some 1 < j < I. Again, we see that p is an isolated ideal of p(™p(™)  Notice that
pMp(m) C p(r+m)  which is straightforward to check. By intersecting with the primary decomposition as
before, we get from invariance of isolated components of minimal decompositions that q; C p(* ™) Conversely,
if 2 € p(*™) ] there exists s € A\ p such that sz € p"*™ C q;. Then s ¢ p = r(q;) implies that = € q; so
p("*™) C q;. Therefore, q; = p("*™) as desired.

Clearly, if p” = p(™), then p” is p-primary. Conversely, if p” is p-primary, we already know that p™ C p(™ so
let = € p™. Then there exists s € A\ p such that zs € p”. s & p = r(p™) implies that = € p” so that the
opposite inclusion holds as well. Therefore, p™ = p(™).

Let a be decomposable and p maximal in the set of (a: ) for z ¢ a. Clearly, p is an ideal. To see that it is
prime, let yz € p and assume that y € p. For x € A such that p = (a: z), we see

p=(a:2)C ((a:2):y)=(a:zy).
(Note that this implicitly uses that y € p = (a : )) By maximality, we then necessarily have that p = (a : zy).
Since yz € p = (a: x), we have that zyz € p, but this implies that z € (a: zy) = p. Therefore, p is prime.

Now let a have the (minimal) primary decomposition

a = ﬂ qi-
i=1

Clearly, for all z ¢ a,

Therefore, if p = (a : ) for some x ¢ a, then from chapter 1, we know that p = (q; : z) for some 1 < j < n.
In particular, this implies that « ¢ q;. Taking the radical of both sides, we have that p = r(q; : ) = p;.
Therefore, p is associated to a.

Let a be a decomposable ideal of a ring A, ¥ be a subset of isolated prime ideals of a, and let f € A have the
property that for all prime ideals p associated with a, f € p <= p & X. Write Sy = (f™)n>0 and let

n
a= ﬂ qi
i=1

be a minimal primary decomposition of a. We see

n

Sy(a) =) S¢(ai)-

i=1

Note that because of the property that f has, if f € p;, then f™ € q; implies that S¢(q,) = (1) and if f & p,,
then p; € X. Using this in the above, the intersection is then over all p-primary ideals of the intersection with
p € X. That is, over all q; such that r(g;) € X.

Sp@)= (] Sr(a)
r(q:)€ES

We always have that a C S(a). If p, =7(q;) € X, then f ¢ p,. For x € Sf(q;), there exists f™ € Sy such that
xf™ € q;. Since f & p;, f & p; so that we immediately have that x € q by primality. Therefore, Sf(q;) C g;
and we have S¢(q;) = q;. Therefore,

Sy(a) = ﬂ Sy(ai) = m q9; = qs=.

r(q;)€X r(q9:)€ES
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Let A be a ring such that every ideal has a primary decomposition. For any ideal i of S™!A, it is the extension
of some ideal a of A. a then has a primary decomposition

a= ﬂ qi-
i=1

Since S~! commutes with finite intersections, we have
n
i=5"1la= ﬂ S™1q;.
i=1

From this point, if S Np; # O (where p; = 7(q;)), then S7!q; = (1) and so we may remove it from this
intersection. Otherwise, S N p; = (), from which it is straightforward to check that S~!q, is primary.

Let A be a ring with the property (L1) and a be a proper ideal of A. Let p; be a minimal element of the set
of prime ideals containing a. Let q; = Sp, (a). Clearly, 7(q1) = Sy, (r(a)). Every prime ideal p containing a
either intersects A\ p; (in which case, Sy, (p) = (1)) or is contained in p; (and hence, equal by minimality of
p1. Then Sy, (p) = p1). Therefore, 7(q1) = p1. Now if zy € q1 = Sy, (a), there exists s € A\ py such that
szy € a. If © & pq, then sz & p;. This then implies that y € S, (a) = q. Therefore, q; is p;-primary. Since A
satisfies (L1), there exists some x ¢ p; such that

01 = Sp,(a) = (a: ).

Clearly, a C q1 N (a+(z)). Conversely, let a+bzx € q1 N (a+ (z)). Then ax+bx? € a implies that bx? € a. Since
z & p1, 22 € p1 =r(q1). Since bz? € a C Sy, (a) = qi, this then implies that b € q; so that bz € a. Therefore,
a+bxr €aand a=qyN(a+ (x)). By Zorn’s lemma, the set of ideals b such that a + (z) Cband a=q; Nb
has a maximal element. Denote this element by a; (note that « € a+ (z) C b, therefore, a; Z p1). Inductively
applying this procedure, for any n > 0, we can find primary ideals q; for 1 <4 < n and a,, such that a C a,
(really, a,—1 C a,) and

a=qiN...Ngqy, Nay.

If at any point a,, = (1), then we have a primary decomposition of a.

The claim is that for all ordinals, there is a representation of a of the above form. For the ordinal 0, the
representation a = a suffices. For an ordinal p € Ord, if u has a predecessor 7, then following the procedure
above with a = a,, we can get a desired representation. If 1 € Ord is a limit ordinal and we can achieve

a= (ﬂ qa> Nay
a<n

0= | ae

a<p

for every ordinal 1 < u, then let

This is an ideal since the ideals a, are ascending. Then following the procedure from earlier, let p,, be a minimal
prime ideal containing a,, and q, = Sy, (a) so that g, is p,-primary. Notice that

(1) {(0+) )0 0.4)-(0e)

a<p B<p a<p B<p Bla<p a<p

:U ﬂqa ﬂa:Ua:a.

B<p Bla<p B<p

Therefore, by transfinite induction, there is always such a decomposition. For sufficiently large ordinals, the
cardinality of a,, will be equal to the cardinality of A and hence, a,, = (1) for sufficiently large ordinals (in the
induction, the new ideal a, always has greater cardinality than all previous. In particular, this implies that
the cardinality of a, is greater than or equal to ;). Therefore, such a representation of a as an intersection of
primary ideals always exists.
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18. (i) = (ii) Let A be a ring such that every ideal has a primary decomposition. For an ideal a of A, we may
write a primary decomposition

a = ﬂ qi-
i=1

Consider a descending chain of multiplicative subsets S; O S3 O .... For any j, we have

=1 S.jﬁpi:Q

Let n; be the cardinality of {i € {1,...,n} : SjNp; = 0}. That is, n; is the number of terms in the intersection
above. Since the multiplicative subsets are descending, n; is a decreasing sequence. Any decreasing sequence
of natural numbers is eventually constant. Therefore, there is some /N such that j > IV implies n; = nx. Since
the sets {7 € {1,...,n} : S; Np; = 0} all have the same cardinality for j > N and they are related under
inclusion, they are all equal. Since the terms of the intersection are also the same, we have S;(a) = Sy(a) for
j > N. Therefore, A satisfies (L2).

Now let a be a proper ideal and p be a prime ideal. We may write a minimal primary decomposition for a,

n
a=()a,
i=1
for some primary ideals q;. As above,

Sp(a) = m qi-

piCp

For those ideals for which q; C p; € p, there exists x; € q; for which z; € p. Consider z = HmZp x;. Then
x € Np,gzpq and = & p. In particular, for prime ideals such that p; C p, x & p;. Therefore,

(a:e)=| (V(:a) | n| (V:z) | =@)n| (] a|=>S.

pigp piCp p:Cp

From this, A satisfies (L1).

(1) = (i) Let a be an ideal of A. Following the construction from the previous problem (that is, using
(L1)), for any n > 0, we may write

a=q1N...Nqy Nay,

where q; = Sy, (a) for some prime ideals p;,. Write S, = Sy, N...NS,,. Notice that a,, NS, # 0 since by
construction a; Z p; for i < j (from chapter 1, if a C Up; for a finite union, then a C p; for some ). Therefore,
Sy (a,) = (1). Since S,, C Sy, for each i, S, (q;) = q; for each ¢ and

Sp(@)=gq1N...Nqp.

The sequence S; 2 Sz D ... is a descending chain of multiplicative subsets. By (L2), there is some N such
that m > N implies S,,(a) = Sy(a). If ay = (1), we are done since then

a=qN...0gnNay =q1N...NqnN.

If ay # (1), then let py41 be a minimal containing ay so that qy41 = Spy, (an) is py1-primary (continue
the process essentially). Then we know Sy (a) = Sy41(a) so that qvi1 C g1 N...Nqx and

an € Spyy,(an) =dnyr Sar N Nan.
Therefore,
a=qN...N0gyvNay =9q1MN...NqN.

In either case, a has a primary decomposition.
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The first statement that every p-primary ideal contains S,(0) was done in problem 10. Let A be a ring such
that the intersection of all p-primary ideals is exactly S, (0). It will be shown by induction that if py,...,p,
are distinct primes, none of which are minimal in A, then there exists an ideal a of A whose associated primes
are pi,...,pn. The base case, n = 1 is trivial since we may take a = p;. Assume now that the result holds for
a fixed n — 1. Then there exists an ideal b with decomposition

b=qg1N...0qn—1-

where each q; is p;-primary. If b C .S, (0), let p be a minimal prime of A contained in p,,. Then Sy, (0) C S,(0)
so that b C S,(0). Taking radicals, we have

prN...Npp_1 C T(Sp<0)) Cp.

Therefore, p; C p for some index 1 < ¢ < n — 1. Since then p; C p C p,, by minimality of p, we must have
p = p,. This is a contradiction since no p; is minimal, but p is assumed to be minimal. Therefore, b Z S, (0).
Since Sy, (0) is the intersection of all p,-primary ideals, this then implies there is some p,,-primary ideal g,
such that b Z q,,. Finally, let

a=bNg,=q1N...N Q.

Clearly, a is decomposable and it is easy to see that the associated prime ideals are exactly p; for 1 < i < n.
Therefore, the proof follows by induction.

Let M be a fixed A-module and N a submodule of M. Define
ry(N)={zxe€A:3¢>0, 2M C N}

to be the radical of N in M. It is very clear by writing out the definitions that ry;(N) = r(M : N) =
r(ann(M/N)) so that rp;(N) is an ideal.

First, an obvious statement is that if N C N’ are submodules of M, then r;(N) C rp;(N’), which follows by
writing out the definitions.

Another obvious statement if for a submodule N, ry;(N*) = r3(N). C follows from the statement above and
the other inclusion is easy to check pointwise.

If N, N’ are two submodules of M, then both NN’ and NN N’ are submodules of M. In particular, (NNN')? C
NN’ C NN N’. From the above, this gives

TM(NHN,> :’I"M((NﬂNl)z) - T]V[(NN/) - TM(NHN,>

Therefore, rp (NN') = rp(N N N'). Tt is clear that rp (N N N') C ra(N) Nrar(N'). The other inclusion is
simple to check pointwise. Therefore,

’I"M(NN/) = ’I”M(NON/) = TN[(N) OTM(N/).

If rps(N) = (1), then M C N (since 1 € rp;(N)). Therefore, M = N. Conversely, if M = N, then it is clear
that rp (V) = (1). Finally, if € r(rp(N) + rar(N')), then 27 € ra(N) + rp(N') for some ¢ > 0. That
is, ¥9 = a + b where a*M C N and b!M C N’ for s,t sufficiently large. Then 29" = (a + b)*! is such that
%' M C N + N'. That is to say, z € r(N + N'). Therefore, r(ra(N) 4+ ra(N')) C (N + N').

From the last bit, it is clear that if ra;(N) + rp(N') = (1), then N + N’ = M.

For x € A, define ¢, : M — M to be the map ¢,(m) = zm. x € A is a zero-divisor in M if ¢, is not injective
and x € A in nilpotent in M if ¢, is nilpotent. A submodule @ of M is primary in M if ) # M and every
zero-divisor of M/Q is nilpotent. Notice that if Q is primary in M

Assume @ is primary in M, xy € (Q : M) and x & (Q : M). Then there exists m € M such that xm & @Q (but
xm € M of course). Then zym € @ implies that the map ¢, : M/Q — M/Q is not injective since T # 0 but
¢y(Tm) = 0. Therefore, y is nilpotent. That is, for some ¢ > 0, ¢ = ¢ya is the zero map. This is equivalent to
y? € ann(M/Q) so that y € r(ann(M/Q) = ry(Q) = r(Q : M). Therefore, (Q : M) is (rp(Q)-)primary. This
also shows that rp/(Q) is a prime ideal of A.

It is easy to see the equivalent statements x € A is nilpotent in M/Q if and only if 27 € ann(M/Q) if and only
if x € r(ann(M/Q)) = ry(Q). Similarly, x € A is a zero-divisor of M/Q if and only if there exists m € M \ @
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such that xm € Q. Therefore, @ is primary in M if and only if for all z € A such that there exists m € M \ @
such that xm € @, then z € ry(Q).

(4.3) Let Q1,...,Qn be p-primary submodules of M. Notice

n n n n n
™ (ﬂQi) =r (ﬂQzM> =(r(@Qi: M) =) ru(Qi) = )p=p
i=1 i=1 i=1 i=1 i=1
Now let z € A be such that there exists m € M \ (), Q; such that zm € ();_, Q;. Then there exists some
index ¢ such that m € M \ @;, but xm € Q;. Since Q; is primary in M, this implies that x € ry(Q;) = p.
Therefore, N}, Q; is p-primary in M.

(4.4) As usual, let (Q : m) = {x € A: xm € Q}. From this, (¢) is obvious since if m € @, xm € Q for all
x € A. For (ii), assume m ¢ @ and assume zy € (Q : m) so that zym € Q and = € (Q : m). Since zm ¢ Q
and @ is primary, this implies that y € rj/(Q) = p. From this, it suffices to show that 7(Q : m) = p. Notice
that if z € p = rp(Q), then for some ¢ > 0, 27M C Q. In particular, z9m € Q. Therefore, x € r(Q : m).
Conversely, if € (Q : m), then xm € @Q implies that z € r3,(Q) = p (since m ¢ Q). Taking radicals of the
latter inclusion, we get that r(Q : m) = p so that from the above, (Q : m) is p-primary in M.

A primary decomposition of a submodules N in M is a representation of the form

N=QiN...0Qn,

where the submodules @Q; are primary in M. This decomposition is minimal if all the p; = r3,(Q;) are distinct
and for all j, ﬂz;éjQz g Qj
Let N be a decomposable submodule of M with minimal primary decomposition

N=@:
i=1

with p; = ry(Q;). Notice for any m € M,

so that

r(N:m):nr(Qi:m): ﬂ p;.

mgEQ;

If »(N : m) is prime for some m € M, then from chapter 1, we necessarily have r(IN : m) = p; for some
1 < i < n. Therefore, every prime ideal of the form r(N : m) is one of the p;. Conversely, for each j, we
may take m € N;£;Q; so that m & Q;. Then from the previous problem, we have exactly r(N : m) = p;.
This shows that the p; are independent of the decomposition and that they are exactly the prime ideals of the
form r(N : m) for m € M. Notice that for m € M/N, (0:m) ={z € A:a2m € N} = (N : z). Therefore,
r(0 : m) = r(N : x) so that if N is decomposable, its associated primes are those primes associated to 0 in
M/N.

The proof of (4.7) is almost identical for submodules with the set of zero-divisors in N given by

D= U r(N :m).
mgN

For the proof of (4.8), for (i), if m/s € S™'M and z € SNp = SN7y(Q), then 27 € S and z9M C Q for
some ¢ > 0. Then m/s = z9m/z% € S7'Q. Therefore, ST1Q = S~'M. For (ii), notice first that for a
primary submodule @ of M, S7!Q is also primary (with prime radical rg-1,;(S71Q)) = 7(S71Q : S~IM) =
S71(r(Q : M)) = S~'p). Similarly, the preimage of a primary module is primary (with radical equal to the
preimage of the radical). If SN p =, then sm € Q implies m € Q (since if m € Q, Q is primary and implies
s € ryr(Q) = q). From this (and chapter 3), the preimage of S71(Q is exactly Q (using the same verification
that q¢¢ = Uses(q : s)). Similarly, the correspondence holds in the other direction as well since every submodule
of 7'M is of the form S™'N for some submodule N of M (which is easy to verify). Therefore, there is a
bijective correspondence between primary submodules of M and primary submodules of S~!M.

The proofs of (4.9), (4.10), and (4.11) are the exact same.

46



Chapter 5

1. Consider an integral ring homomorphism f : A — B. Note that we can write this map as the composition
AL pa) S B,

where ¢ : f(A) — B is the inclusion map, which is injective and integral since f is integral. Then the map
f* : Spec(f(A)) — Spec(A) is a homeomorphism onto V' (ker f) (since f : A — f(A) is surjective) and so is a
closed map. Therefore, it suffices to show that i* : Spec(B) — Spec(f(A)) is closed. That is, we can reduce to
the case that A C B, B is integral over A and f is the inclusion map.

If A C B and B is integral over A, then the result follows if we can show that
i*(V(b)) = {qN A € Spec(A) : b C q} = V(bN A),

where i : A — B is the inclusion map and b is an ideal of B. The inclusion C is immediate. For the other
inclusion, let b A C p for some p € Spec(A). We know that B/b is integral over A/(bNA). From the text (5.10),
for every prime ideal p/(bNA) of A/(bNA), there exists an ideal q of B/b such that p/(bNA) = qN(4/(bNA)).
Then q° € Spec(B) is such that b C gq° and q¢° N A = p (draw the box diagram, it commutes. q°N A is
the contraction one way and is equal to the contraction the other way, which is obviously p). Therefore,
i*(V(b)) = V(bN A) and i* is closed. This implies that i* : Spec(B) + Spec(f(A)) is closed and so the
composition (i o f)* : Spec(B) — Spec(A) is closed.

2. Let A C B be rings where B is integral over A and f : A —  be a ring homomorphism into an algebraically
closed field Q. Since Q is a field, f(A) is an integral domain, which implies that p = ker f is prime in A.
Therefore, there exists q prime in B such that p = q N A. Then A/p and B/q are integral domains, we may
consider A/p C B/q, and B/q is integral over A/p. We may write f : A — B as the composition

AT Ap L.

From this, if f extends to a map g : B/q + €, then f extends to a map g : B ~— €. Therefore, it suffices to
consider the case that A C B are integral domains, B is integral over A, and f is injective.

From here, localize at the zero ideal (in other words, consider the field of fractions). We have that (A\{0})~'B
is integral over frac(A). Since frac(A) is a field, (A\{0}) !B is a field as well. Since frac(B) is the smallest field
in which B embeds and (A \ {0})~!B C frac(B), we necessarily have that (A \ {0})~!B = frac(B). Therefore,
frac(B) is integral over frac(A). That is, frac(B) is an algebraic extension of frac(A). Considering the induced
map f : frac(A) — Q defined by f(ay/as) = f(a1)/f(az) (remembering f is injective), there is necessarily a
map g : frac(B) — Q that agrees on frac(A) (this follows from the fact that Q is algebraically closed via Zorn’s
lemma). Consider the composition g o4, where i : B +— frac(B) is the inclusion map. Clearly, this map agrees

with f on A and so is an extension of f to B.

To prove the property above of algebraic closures, here is another proof of the problem, from which that
property immediately follows. Let A C B be rings such that B is integral over A and let f: A — 2 be a ring
homomorphism into an algebraically closed field 2. Let ¥ be the set of pairs (R, g) where R is a subring of
B containing A and g : R — €2 is a ring homomorphism that restricts to f on A. This set is nonempty since
(A, f) € X. Order X as follows. For (Ry,g) and (Ra2,¢’), say (R1,9) < (Rz2,g") if R C Ry and g = g'!Rl. For
any increasing chain (Ry,g1) < (Rg,g2) < ..., there is clearly a well-defined function g on R = UR; defined by
g(x) = gi(x) for € R;. Therefore, by Zorn’s lemma, there is some maximal element (R, g) of . The claim
now is that R = B, from which it follows that ¢ is an extension of f to B.

Let b € B. Since b is integral over A, b is integral over R, so there exists a monic polynomial of minimal
degree f € Rx] such that f(b) = 0. Notice that if g € R[z] and g(b) = 0, then we may apply the Euclidean
algorithm since f is monic to see that f | g (since deg f is minimal). That is, g € (f). Conversely, every
element of (f) has b as a root. Therefore, the map my : R[z] — RI[b] that sends x — b has kernel exactly (f).
That is, R[b] ~ R[z]/(f). Since 2 is algebraically closed, there exists ¢ € Q such that f(¢) = 0. Consider the
composition

¢

Rlz] % Q] =% .
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5b.

Clearly, f € ker(m¢ o g) so that there is an induced map ¢’ : R[b] — Q. It is clear that restricted to R, this
map agrees with g since it factors through the above composition. Therefore, g’ | 4 = [ so that (R[b],g") € %.
By maximality of (R, g), this then implies that R[b] = R so that b € R.

Let f : B — C be an integral A-algebra homomorphism, D an arbitrary A-algebra, and f®Id: BQD — C®D
be the map f tensored with Idp. For c® d € C'® D, there exists b; € B such that

&4 F ) Fba)e™ 2 f(b) = 0.
Consider the polynomial
2"+ (f(by) @ d)x" 4 (f(bp1) @dH)a™ 2 + ...+ (f(by) @ d"™).

It is clear by plugging in ¢ ® d that ¢ ® d is a zero of this polynomial. Since the coefficients are in f(B)® D =
(f®Id)(B® D) and c®d € C ® D was arbitrary, C ® D is integral over (f ® Id)(B ® D) and the map f ® Id
is integral.

. In general, B, is not integral over A,. To see this, consider Q[z?> — 1] C Q[z] with n = (x — 1) so that

m = (22 — 1) (this is an integral extension since x is a root of t? — 22 where 22 € Q[2z? — 1]. Then sums
and products are integral as well). Then A, = A = Q[z? — 1] and 1/(z + 1) € B,. By the "rational root
theorem” (using Q(z) = frac(Q[z]) to find roots), 1/(x + 1) satisfies no monic polynomial in Q[x], let alone
Q[z? — 1] = Ay. Therefore, 1/(z + 1) is not integral over Ay, so that B, is not integral over Ay.

Let A C B be rings with B integral over A and a € A be a unit in B. Then there exists b € B such that ab = 1.
Let a; be such that

"+ a b '+, +a,=0.
Then multiplying through by a™, we get
l+aa+...+a,a" =0 = a(—a; —... —apa™ ') =1.
Therefore, a is a unit in A as well.

Let Ja,Jdp be the Jacobson radicals of A and B respectively. If a € ANJp, then 1 —ya is a unit in B for every
y € A. From the above, this implies that 1 — ya is a unit in A for every y € A. That is, a € Ja. If a € Ja,
then for every maximal ideal m of B, A N m = m¢ is a maximal ideal of A so that a € A N m. Therefore,

ac (] (Anm)=AnJs.

m maximal

Therefore, we have J4 = AN JB.

Let By, ..., B, be integral A-algebras and let B = [[_, B;. For each element (by,...,b,) € B, there exists
monic polynomials f; € Afz] such that f(b;) = 0. Consider the monic polynomial f(z) =[]}, fi(z) € Alz].
Clearly,

f((0r; o 0n)) = (f(ba), - -, f(bn)) = 0.

Therefore, each element of B is integral over A and hence, B is an integral A-algebra (technically, there should
be some discussion about how the monic polynomials f; are in B;[z] and the coefficients are elements of the
image of A in B;, but this is a notational issue alone).

Let A C B be rings such that B\ A is a multiplicative subset of B and C be the integral closure of A in B.
Clearly, A C C. For b € C, there exists a; such that

W'+ ab" 4. 4a,=0€ A.
Therefore, we may find n minimal such that there exists coefficients a; satisfying
B+ a "+ ... +a, € A.
Since A is a ring, this implies
("t ad" . da, )b € A

Since B\ A is multiplicative, this implies either b € A or b1 +a10" 2 +...+a,_1 € A. The latter is impossible
by minimality of n. Therefore, b € A and C = A so that A is integrally closed in B.
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Let A be a subring of an integral domain B and let C be the integral closure of A in B. Assume f,g € B[x]
are two monic polynomials such that fg € C[x]. Consider the splitting field &k of {f, g}, where we may write

n

f(@) =[] - &), g(x) = _H(:r —G)-

i=1

Since each root &; and (; are roots of the monic polynomial fg with coefficients in C, they are integral over C'
in k. Notice that the coefficients of f and g are symmetric polynomials in the & and (; respectively. Therefore,
the coefficients of f and ¢ are also integral over C' in k. By transitivity, this implies the coefficients of f and
g are integral over A in k. Since the coefficients are in B and they are integral over A, this implies that the
coefficients lie in C. That is, f,g € C[z].

Let A C B be rings and let C' be the integral closure of A in B. Assume f, g € B[z] are two monic polynomials
such that fg € C[z]. For any prime ideal q of B, C/(C'Nq) is integral over A/(ANgq). Since fg € (C/(CNq))[x],
the previous problem implies that the coefficients of f and g lie in the integral closure of A/(A N q) in B/qg.
From this, it suffices to show that if b € B is such that b € B/q is in the integral closure of A/(A N q) for all
prime ideals q of B, then b is in the integral closure of A in B (that is, b € C).

It suffices to prove the contrapositive. Assume that b is not integral over A. That is, for all monic f € A[x],
f(b) #0. Then S = {f(b) : f € A[z] monic} is a multiplicative subset of B and 0 ¢ S. Let q be any ideal of B
such that SN q =0 (take the contraction of a maximal ideal in S~!B). Then consider b € B/q. If there exists
coefficients @; € A/(A N q) such that

n -n—1

b +ab +...4a,=0,
then there are coefficients a; € A such that
b+ a4+ . 4 a, €q.

This is a contradiction because the element above is an element of S, which is disjoint from q. Therefore,
b € B/q is not integral over A/(ANq). This shows that if b € B is such that b € B/q is integral over A/(ANq)
for all prime ideals q of B, then b is integral over A. From the above, this then implies that the coefficients of
fand g liein C.

Let A C B berings and C be the integral closure of A in B. For f € C[z], the coefficients ¢; are in C' so that they
are integral over A[z]. Then A[z][cy,...,cy] is a finitely-generated A[z]-module. Since f € Alz][c1,...,cn] C
C[z], we have that f is integral over A[z] by the third condition for an element to be integral. Conversely, let
f € Blx] be integral over A[z]. Then there exists g; such that f satisfies

"+ af"t+.. . +g.=0.

Let r > max{n,deg f,deg g1, ...,degg,} be an integer. Notice that fi(z) = f(z) — a" satisfies the equation

(fi+a)" + g (fi +2")" " 4. 4 gm =0
Expanding this out, we get an equation of the form

A h 4 b, =0,

where

B = (@) + g1 (27" .+ g € Ala].
We see

AT A b b)) = hay € Al2] C Ca].

Since — f1 is monic and the latter polynomial is monic by out assumption of r (with a possible negative sign),
this implies that —f1 € C[z]. Since 2" € C[z], this also implies that f € C[z]. Therefore, the algebraic closure
of Alz] in Blz] is Clx].
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(i) = (ii) Let f : A~ B be a ring homomorphism such that the induced map f* : Spec(B) — Spec(A)
is a closed map. Let p; C ps be prime ideals of f(A) and let q; be an ideal of B such that q; N f(A4) = p;.
Consider the closed subset V(q1) of Spec(B). Since f is closed, we necessarily have f*(V(q1)) = V(p1). From
this, there exists q2 € V' (q1) such that f*(q2) = g2N f(A) = po. That is, qo satisfies q1 C qg and q; N f(A) = py,
q2 N f(A) = pa. The going-up property then follows immediately by induction.

(i1) <= (¢it) For a ring homomorphism f : A — B, fixed prime ideals q of B and p = q° of A, we may write
the map f: A/p — B/q as the composition

AL rA)/(an f(A) S B/,

It takes a moment to show that the first map is an isomorphism. Therefore, we have maps

Spec(B/q) = Spec(f(A)/(an f(A))) L= Spec(A/p),

where the latter is a homeomorphism. Almost by definition, f has the going-up property if and only if the
first map is surjective. However, the first map is surjective if and only if the composition is surjective. This
completes the proof.

Note that there is an equivalent notion for a map f : A +— B to have the going-up property as follows. For any
prime ideals p1,pa € Spec(A) such that p; C po and there exists q; satisfying f*(q1) = p1, then there exists g9
such that q; C g2 and f*(gq2) = p2. This equivalence follows immediately from the factorization A — f(A) — B
where the first map is a homeomorphism on spectra. Therefore, the above follow with this adjusted definition.

(i) = (iii) Let f: A+~ B be a ring homomorphism such that the induced map f*:Y — X is an open map
(where X = Spec(A) and Y = Spec(B)). For prime ideals q of B and p of A, there is a map f: A/p — B/q.
Notice (see after the problem) that By = limycp\q B;. From a previous problem, this implies

F*(Spec(Bq)) = (1) f7(i5(Spec(By))),

teB\q

where i, : B — By is the inclusion map. From another problem, i} (Spec(B;)) = Y; = Y \ V(¢). Therefore, each
of these sets is open in Y and contains q (since t & q). Therefore, f*(Y};) is an open set containing p. From this,
each f*(Y;) contains Spec(A,) (if not, take a prime ideal contained in p not in f*(¥;). Its closure is disjoint
from f*(Y}:) since this set is open, but p is in the closure. This is a contradiction since p € f*(Y;)). Therefore,
Spec(Ay) is contained in the intersection and so f*(Spec(By)) = Spec(A,) and f* is surjective.

To show that By = limcp\q By, it will be shown that B, satisfies the universal property of the direct limit of
the directed system (By, pi+s) where the set of By is ordered under inclusion. Let f; : By — A be a sequence of
maps such that f; = f; o s for all t < s. For b/s € By define f : By — A by

fb/s) = fs(b/s).
This map is well-defined since for b/s = b’ /¢,
fs(b/s) = fae(bt/st) = far(V's/st) = fo(V'/1).

It is easy to check that this is a ring homomorphism by finding an upper bound for indices involved. It is
simple to check that f satisfies f; = f o u; for each t € B\ q. To show that this map is unique, assume there
exists g : Bq — A that also satisfies f; = g o y; for each t € B\ q. As usual, the range of the p; cover By so
that f and g necessarily agree pointwise. Therefore, f = g. From all of this, By = lim;cp\q By and the result
above follows.

(14) <= (74i) (Assuming that f is injective) Note that the map f : A, — B, can be factored as follows.

Ay Lo(rave)trAa) L B

Since f is injective, f : A — f(A) is an isomorphism so that f : A, — (f(4))p ~ (f(A\p))~f(4) is an
isomorphism. Notice that f(A\p) = f(A)\ (qN f(A)) so that the above can be written as the composition

A —>f( )qﬂfA)—>Bqa
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where the first map is an isomorphism. The induced maps on spectra give the compositions

Spec(Bq) “— Spec(f(A)gny(a)) L Spec(Ay),

where the latter map is a homeomorphism. f has the going-down property if and only if the first map is
surjective, almost by definition. Note that the latter map is bijective so the composition is surjective if and
only if the first map is surjective. That is, the map Spec(B,) — Spec(A,) is surjective if and only if f has the
going-down property.

To show that the above does not hold in the case that f is not injective, consider the map ¢ : Z[z] —
Z[z]/(2,x) ~ Z/2Z. This map is surjective and so satisfies the going-down property defined in the problem
statement. However, if ¢ = (0) and p = q° = (2, x), then Spec((Z][z]),) is the set of all prime ideals contained
in p = (2, x), which contains (2) and () in particular. On the other hand, (Z/2Z), = Z/27 has only one prime
ideal, (0), so the induced map Spec((Z/2Z)q) + Spec((Z[z]),) is not surjective.

On the other hand, let A C B be any two rings not satisfying the going-down property (that is, the map
Spec(Bg) — Spec(4,) induced by the inclusion map is not surjective some prime q and p = q°). Then let
A" = Alz]/(2?) and let ¢ : A’ — B be evaluation at = 0 (which is easily a well-defined ring homomorphism).
Then the image is easily A so that ¢ does not have the going-down property. However, since the image of
¢ is A, ¢* : Spec(A) — V((z?)) = Spec(A’) is a homeomorphism. From this and the statement about the
non-surjectivity of the map induced by the inclusion map, it follows that the map Spec(Bq) — Spec(A},) is not
surjective for some prime ideal ¢ (take the same ideal used to show that A C B does not satisfy the going-down
property. Then the map Spec(4;) + Spec(Ay) is a bijection, so the map Spec(B,) + Spec(4]) cannot be
surjective).

As for the going-up scenario, there is an adjusted definition that in this case is slightly stronger. Say that a
map f : A+~ B has the going-down property if for every two prime ideals p1,pa € Spec(A) such that p; D po
and there exists q; such that f*(q1) = pi1, then there exists gz such that q; 2 g2 and f*(g2) = po. It will be
shown that the above theorem holds with this new definition without the assumption of injectivity.

(1) = (4i7) This proof needs no adjustment because it does not use the going-down property.

(#4) <= (t4¢) This now follows almost immediately. f* : Spec(By) — Spec(A,) (where p = f*(q)) is surjective
if and only if for every prime ideal p’ C p of A, there exists a prime ideal q’ C q such that f*(q’) =p’. That is,
this map is surjective if and only if f has the (new) going-down property.

If f: A~ B is an injective flat ring homomorphism, then from a previous problem, for any prime ideals q of
B and p = q° of A, the induced map f* : Spec(By) — Spec(Ay) is surjective. From the equivalences from the
previous problem, it follows that f satisfies the going-down property.

Clearly, using the new definition of going-up and going-down property for maps, any (not necessarily injective)
flat ring homomorphism has the going-down property.

Let G be a finite group of automorphisms of a ring A and let A% be the set of elements of A fixed by all
elements of G. It is clear that A“ is a subring of A since the elements of G are ring homomorphisms. For
x € A, consider the polynomial

F) =TT —g)).

geG

Clearly this polynomial is monic and its coefficients are functions symmetric in the g(z) for g € G. Then
multiplication by an element h € G is a permutation of the g(z) and so the coefficients therefore remain
unchanged. That is, the coefficients of f(t) are in A®. Clearly, the identity Id € G so that f(z) = 0. That is,
x is integral over A. Since z € A was arbitrary, A is integral over A%,

Let S C A be multiplicative (not containing 0) such that g(S) C S for every g € G and define S¢ = SN A%.
Since ker g = {0} for each g € G, SNkerg = () and so each g induces a ring homomorphism g : ™14 — S~14
defined by

gla/s) = g(a)/g(s).
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Define a map ¢ : A9 — (S71A)Y defined by ¢(a) = a/1 (clearly, a/1 € (S~1A)% since g(1) = 1 for all g € G).
For s € 8¢, we have 1/s € (S71A)Y so ¢(s) is a unit for each s € S¢. If ¢(a) = a/1 = 0, then there exists
s € S such that as = 0. Then applying any element g € G, we get ag(s) = 0. Summing these, we get as’ = 0,
where s’ = >° 5 9(s) € S, Finally it is shown that every element of (S7'A)“ can be written in the form

#(a)p(s)~t. It is clear that every element of (S™'A)% can be written in the form

a a Hg7qd g<5)

S ngG g(s) ’

where the denominator is in S¢. Therefore, it suffices to consider when s € S¢ and a/s € (S71A)%. In this
case, it is clear that a/1 = (a/s)(s/1) € (S71A)Y. Therefore, for each g € G, there exists s, € S such that
sg(a—g(a)) = 0. Multiplying by [, .14 1(sg), we get sy(a—g(a)) = 0 for some sj, € SC. Lett = [lyec sy € S¢
so that t(a — g(a)) =0 for all g € G. We see for any g € G,

g(ta) = tg(a) = ta.

Therefore, ta € A%. Then a/s = at/st = ¢(at)p(st)~! with st € S¢. From all of this, it follows that
(SG)flAG ~ (SflA)G.

Let G be a finite group of automorphisms of a ring A as above, let p be a prime ideal of A“, and let P be
the set of prime ideals of A whose contraction is p (that is, prime ideals q of A such that q N A% = p). Let
q,q' € P. For any z € q, since Id € G,

Hg(x)GqﬂAG:pgq/.
geG

Therefore, there exists g € G such that g(z) € ¢’ and « € h*(q’) for h = g~'. That is, ¢ C Ugecg*(q'). Since
this union is finite, this implies q C ¢*(q’) for some g € G. But by theorem 5.9, this implies that ¢ = ¢g*(q’).
From this, it is clear that the action of G is transitive.

Let A be an integrally closed integral domain, k its field of fractions, and L a finite normal separable extension
of k (it is Galois). Let G be the Galois group of L over k and let B be the integral closure of A in L. For
b € B, there is some monic polynomial f € A[z] that b satisfies. It is clear that f(o(b)) = o(f(b)) = 0 so that
o(b) € L satisfies the same polynomial and is integral over A. That is, o(b) € B and o(B) C B. Conversely,
since ¢ is an automorphism, the same can be done with o~! to get that 0~!(B) C B so that B C o(B). This
implies ¢(B) = B for all 0 € G. Since the extension k& C L is Galois, the only elements of L that are fixed
by all elements of G are elements of k. From this, B C k. However, since A is integrally closed, the only
integral elements of k over A are exactly the elements of A. Therefore, B¢ C A. The other inclusion is obvious.
Therefore, B¢ = A.

Let k be an infinite field and A a finitely-generated k-algebra. The result will be shown by induction on n. The
base case n = 1 is trivial since then A = k[z4] is integral over itself. Assume the result for a fixed n—1. Assume
now A is generated by z1,...,x, and that they are ordered so that x1,...,x, are algebraically independent
and ©,41,...,%, are algebraic over k[x1,...,z,] (take r maximal, then x,,1,...,2, are necessarily algebraic
over k[zy,...,x,]). If r = n, there is nothing to prove since A = k[z1,...,x,] is integral over itself. If r < n,
then z,, is algebraic over k[x1,...,2,—1]. That is, there exists a nonzero polynomial f € k[t1,...,t,—1,t,] such
that f(z1,...,2n—1,2,) = 0. Let F be the homogeneous term of highest degree. Since k is infinite, there exists
some A1,...,A\p,—1 € k such that F(A1,...,A\,—1,1) # 0. Since k is a field, we may then normalize so that
F(M,...; \p—1,1) = 1. Let 2} = z; — \jz,,. We have

F(xy,...,xn) = F(2) + My ooy 20 1+ X1, Tn)-

Writing out F' component wise and expanding this, we get a monic polynomial in x, with coefficients in
klzy,...,x!,_;] and degree equal to the total degree of F'. Since F' was the monomial of maximal total degree
of f, the polynomial

0= f(x1,...,Tp_1,2n) = f(T) + MTpy. . T + Ape1Tp, T)
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as a polynomial in z,, with coefficients in k[2}, ..., 2, ;] is monic. Therefore, x,, is integral over k[z], ..., 2! 4]

ym—1
and therefore, A = k[z1,...,z,] is integral over k[z,..., 2] _;] (since z; = x} + A\jz,). By our inductive
hypothesis, there exists algebraically independent over k, y1,...,ys € k[z],..., 2} _4], such that k[z],..., a} _4]
is integral over k[y,...,ys]. By transitivity, we then have A is integral over kly,...,ys]. From this proof

(that is, our choice of algebraically independent elements), it follows that we may choose the y; to be linear
combinations of the z; (since they are in fact 2} for 1 < i <r).

Let k be algebraically closed and X be an algebraic variety of k™ with nonzero coordinate ring A (which is finitely
generated from the surjective map k[t,...,¢,] — A). From the previous problem, there are y1,...,y, € A that
are algebraically independent over k and A is integral over k[y1,...,y,|. We may write y; = > ; @ijx;. Then
let ¢ : kly1,...,yr] — A be the inclusion map. This is clearly a k-algebra homomorphism and so corresponds
to a regular map ¢ : X +— k" where ¢* = . It is clear from this that ¢ is defined by

¢)(t1a---7tn): Zaljtj,...,Zarjtj
J J

To see that ¢ is surjective, consider the inclusion map i, : {0} — k" sending O to a. This induces a map
it s k[t1,...,t] — k. Considering k[t1,...,t,] as k[y1,...,y] C A (since the y; are algebraically independent),
since A is integral over k[yy, . .., y], there is an extension of this map to the k-algebra homomorphism 6 : A — k.
Therefore, there is a map p : {0} — X. The image of this map then satisfies ¢(1(0)) = a (draw the diagram,
it commutes). Therefore, ¢ is surjective.

(Note: The proof of surjectivity did not feel very natrual. I looked some things up and this seemed to be the
consensual argument. )

Let X be an affine algebraic variety in £" where k is an algebraically closed field and let I be a defining ideal
for X. If I # (1), then let A = k[t1,...,t,]/I be the coordinate ring of X. It is clear that A # 0 so that from
the above, there is a surjective map of X onto a linear subspace of k™ of dimension r» > 0. This implies that

X #0.

Assuming k is algebraically closed, let m be a maximal ideal of k[t1,...,t,]. Consider the projection 7 :
klti,...,tn] — Kk[t1,...,t;]/m. Since the image is a finitely-generated k-algebra and a field, it follows from
Zariski’s lemma that the image is a finite algebraic extension of k. Since k is algebraically closed, this implies
that the image is k itself. Consider the images «; = 7 (t;) for 1 < i < n. Then clearly, t; — a;; € m for all 4.
That is, (t; — ;) € m. Since this ideal is maximal (its quotient is k itself), we necessarily have an equality of
the form

m:(tl—al,...,tn—an).

Note that this result is proved in the text. The proof will follow by induction. Let k be a field and let B be a
finitely-generated k-algebra that is also a field. For the base case, if B is generated by one element, x, then x
is a unit and so there exists coefficients k; such that

l‘(k‘1 + ...+ knx") =1.

That is, z is algebraic over k so that B is a finite algebraic extension. Assume now that the result holds for all
such B generated by n — 1 elements. Let B be generated by z1,...,z, and let A = k[z1], K = k(z1). Since
B is a finitely-generated K-algebra (generated by zs,...,x,) and a field, then B is a finite algebraic extension
of K. Therefore, each xo,...,z, satisfy a monic polynomial with coefficients in K. If f is the product of
denominators of the coeflicients from these monomials, then each z»,...,z, is integral over A¢. Therefore, B
is integral over Ay, but K C B so that K is integral over Ay. If z; is transcendental over k, then A is integrally
closed (over its field of fractions) since it is a UFD (by rational root theorem and Gauss’ lemma). This should
imply that Ay is integrally closed as well since localizations of integrally closed domains are integrally closed.
Since K is integral over Ay, this is a contradiction. Therefore, z; is algebraic over k. This implies that K is a
finite algebraic extension of k£ and since B is a finite algebraic extension of K, B is a finite algebraic extension
of k.

This is exactly what was done in problem 17. For the first part, any proper ideal is contained in some maximal
ideal which has the form above and so there is some common root in every element of m so that the corresponding
variety is nonempty.
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Let A C B be integral domains where B is a finitely-generated A-algebra. Let S = A\ {0} and K =
S~1A = frac(A). Then S™!B is a finitely-generated K-algebra (with essentially the same generators). By the
normalization lemma, there exists y1/s1,...,%n/sn € S~1B such that the ¥, /s, are algebraically independent
over K and S™!'B is integral over K[y,/Sn,...,Yn/sn] (it is easy to see that then the y; are algebraically
independent). If z1,..., 2, generate B as an A-algebra, then z;/1 generate S~1B as a K-algebra. Therefore,

each z;/1 is integral over K|y, /s1,...,yn/Sn] and so satisfies an equation of the form
2/ V)" + friyr/s1, - yn/s0) 2/ D) 4o+ foi(yn /51,02 yn/50) = 0.
Let s € S be a common denominator for all f;;(y1/s1,...,Yn/Sn). Then we have sfi;j(y1/s1,.-,Yn/2n) =

9ij (Y1, Yn) € Alyr, ..., yn]. Let B' = Aly1,...,y,]. With this common denominator, the above is a monic
polynomial in B,. That is, the z;/1 are integral over B.. Since the z;/1 generate S~!B, they generate B, as
well. Therefore, By is integral over B..

Let A C B be integral domains where B is a finitely-generated A-algebra and let f : A —  be a ring
homomorphism where  is algebraically closed. From the above, there exists s € A\ {0} such that Bj
is integral over B, where B’ = Alyi,...,ys] for some y; algebraically independent over A (since they are
algebraically independent over K = frac(A)). This s € A\ {0} is the specified s in the problem. To see this,
assume f(s) # 0. Then f extends to a map B’ — 2 defined by sending each y; — 0. Since f(s) # 0, this then
extends further to a map B, — Q (since Q is a field, f(s) is invertible). Since B; is integral over B., from
problem 2, this extends even further to a map B — ). Mapping B — B, +— ) is then the desired extension.

Let A C B be integral domains such that B is a finitely-generated A-algebra and the Jacobson radical of A
Ja=0. Let v € B, v # 0. From the previous problem, since B, is a finitely-generated A-algebra as well, there
exists some s € A\ {0} that satisfies the previous problem. Let m be a maximal ideal of A not containing s (if
they all do, s =0) and let k = A/m. The projection map A — k extends to a map ¢ : B, — £, where Q is an
algebraic closure of k. It is clear that ¢(v) # 0 (if ¢(v) = 0, then ¢(b) = ¢p(v)@(b/v) = 0 for all b € B, but this
map extends a nontrivial map and so is nontrivial). Therefore, the composition ¢ : B +— B, — € is such that
©(v) # 0. The kernel of this map satisfies ker o N A = m and so ker ¢ is maximal (If € ker ¢ N A, then the
projection of x is zero so z € m. Conversely, if z € m, x € ker¢ and = € A since m C A). Since v ¢ ker ¢, this
implies v € Jp. Since v € B, v # 0 was arbitrary, this implies that Jp = 0 as well.

(i) = (4i%) Assume every prime ideal of A is the intersection of maximal ideals. If p is a prime ideal that is
not maximal, then it can be written

b= ﬂmz‘,

icl

where the m; are maximal. From this, we can include any prime ideal that strictly contains p (note the maximal
ideals already strictly contain p) in this intersection (just intersect the above line with q where p C q). That
is, we may write

p= () a

q prime
pCq

(i41) = (#4) The contrapositive will be proved. Assuming (i7) is false, there exists a surjective homomorphism
¢ : A— B where Mg # Jp. That is, there exists some prime ideal q of B such that q cannot be written as
the intersection of maximal ideals (where the containment is not necessarily strict. That is, ¢ may be maximal
itself). This is because if every prime ideal can be written as the intersection of maximal ideals, then the
intersection of all prime ideals is equal to the intersection of all maximal ideals (remember every maximal
ideal is prime) and therefore, we should have Mg = Jp. Since the map ¢ : A — B is surjective, there is the
correspondence of prime ideals in B with prime ideals of A containing ker ¢. It is clear from this that p = ¢
cannot be written as an intersection of maximal ideals (since the correspondence preserves inclusions and so
maximal ideals correspond). From this, passing to the quotient A/p, the Jacobson radical J 4/, # 0 (consider
the set of maximal ideals that contain p, p is not equal to their intersection so the containment is proper). Let
f € Jayp be nonzero. Then (A/p); # 0 (f is not nilpotent since A/p is an integral domain). Therefore, there
is some maximal ideal m of (A/p)¢. The contraction p’ = m® is such that f ¢ p’ and is maximal in this set of
ideals that do not contain f (by the correspondence of prime ideals in A with S™'A). Then p’ is not maximal
since f € Ja/p and not equal to the intersection of all prime ideals that strictly contain it because any prime
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ideal that strictly contains p’ necessarily contains f. By the prime ideal correspondence of A with A/p, p’® has
these same properties.

(i) = (i) The contrapositive will be proved. If there is a prime ideal p of A that is not an intersection of
maximal ideals, then consider the map A +— A/p. This is an integral domain so M4/, = 0, but the intersection
of all maximal ideals that contains p is not equal to p and so the containment

pc (] m
m maximal

pCm

is proper. That is, 34/, # 0.

Rings satisfying these properties is called a Jacobson ring.

The contrapositive of (i) will be proved. Let f : A — B be an A-algebra, and B be integral over f(A). Assume
that B is not a Jacobson radical. Then there exists ¢, a prime, non-maximal ideal of B and assume that

ac () o
q priI/I]e
qCq
is a proper containment. Then there exists g in the right hand side of the above and g € q. That is, the
extension q of q in By is a maximal ideal (any prime ideal properly containing q contains g). Since B is integral
over f(A), By, is integral over (f(A))y. Then gN(f(A)), is a maximal ideal of (f(A)),. The contraction of this
ideal, p is an ideal of f(A) such that g & p and

/

pc () »
p’ prime
pCp’

is a proper containment (since every ideal properly containing p contains g). Note that this statement is exactly
that f(A) is not a Jacobson ring. That is, we’ve reduced to the case that f is surjective.

Since f(A) is not surjective, there exists some prime ideal p of f(A) such that p is properly contained in the
intersection of all maximal ideals that contain p. Consider the composition A — f(A) — f(A)/p. This map is
surjective and we have 94y, = 0 # Jp(a)/p- Therefore, A is not a Jacobson ring.

The contrapositive of the above is that if A is a Jacobson ring and f : A — B is a A-algebra such that B is
integral over f(A), then B is a Jacobson ring as well.

If B is finitely-generated over A, let q be a prime ideal of B and p = q°¢ be a prime ideal in A. Then the map
f: A Binduces amap f: A/p — B/q. Since p can be written as the intersection of the maximal ideals that
contain it, J 4/, = 0. From problem 22, this implies that Jp,q = 0. That is, the intersection of the maximal
ideals that contain q is exactly gq. Since q was arbitrary, this implies that B is a Jacobson ring.

(i) = (it) Let A be a Jacobson ring and f : A — B a finitely-generated A-algebra that is also a field.
Clearly, B is a finitely generated f(A)-algebra and B is finite over A if and only if it is finite over f(A) (by
definition of the action of A on B). From the previous problems, f(A) is also Jacobson and M4y = J(a)-
Since f(A) is contained in a field, it is an integral domain so in particular, Jyc4y = 94y = 0. Therefore, it
suffices to consider A C B.

Since B is a field, we may use problem 21. Let s € A\ {0} satisfy the conditions of problem 21 and m be a
maximal ideal of A such that s ¢ m (possible since J4 = 0). Then the homomorphism A — A/m = k extends to
a homomorphism ¢ : B —  (since s ¢ m) where ) is an algebraic closure of k. Since B is a field and ¢ extends
a nontrivial map, ¢ is nontrivial and hence injective. Since ¢(B) C Q, ¢(B) is an algebraic extension of k.
Since B is a finitely-generated A-algebra, ¢(B) is a finite algebraic extension of k (each generator satisfies some
polynomial equation, which gives a finite basis of ¢(B) over k). Notice however that ¢ extends the projection
A — A/m. Since ker ¢ = {0}, this implies that m = 0 and A = k. That is, ¢(B) is a finite extension of A. This
clearly implies that B is a finite extension of A as well.

(i1) = (i) Let p be a prime ideal of A which is not maximal, and let B = A/p. For f € B, f # 0, By is
a finitely-generated A-algebra (generated by 1/f). If it is a field, it is a finitely-generated A-module by our
assumptions. This then implies that By is a finitely-generated B-module (since multiplication by elements of
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A is really multiplication by their image in B). In particular, this implies that By is integral over B (since By
is finitely generated as a B-module, every element is integral). Then this would imply that B is a field, but
this contradicts that p is not maximal. Therefore, By is not a field. This implies there is some non-zero prime
ideal whose contraction in B is a non-zero prime ideal not containing f. That is, the intersection of all non-zero
prime ideals in B is 0. Contracting back to A and using the prime ideal correspondence with quotients, we
have that p is the intersection of all prime ideals that strictly contain p. Since p was arbitrary, this implies that
A is a Jacobson ring.

(1) = (2) Let X be a topological space. Let E be closed in X. Clearly, E N Xy C E since F is closed. For
any x € F and open set U containing X, U N E is locally-closed so (E N Xo) NU # @ so that z € EN X,.
Therefore, E N Xy = F.

(2) = (3) The mapping U — U N X, of open subsets of X to open subsets of X is surjective by definition
of the subspace topology on X,. Therefore, it suffices to show that this map is injective. Notice that if
UNXo=VnX,for U,V open in X, then (X\U)N Xy = (X \V)NXy. Taking closures, we get X \U = X \V
so that U = V. Therefore, this map is also injective and hence, bijective.

(3) = (1) Let A=UnNE where U is open and F = X \ V is closed. If AN Xy, =UNEN X =0, Then
UnN Xy C X\ C =V. Intersecting with U N Xy on both sides, we have U N Xy = (U N V)N Xy. This then
implies that U = U NV so that U C V. That is, U N E = (. Therefore, if U N E # (), then AN Xg # 0.

A set satisfying these properties is said to be ”very dense”.

(1) = (4i) Let A be a Jacobson ring and Max(A) be the set of maximal ideals of A. For any ideal a of A,
since any prime ideal is the intersection of all prime ideals that contain it, we may write

r@= (] p= (] m

p prime m maximal
aCp aCm

Now let a be an ideal such that r(a) = a and consider V(a). Notice
V(a) " Max(A) = {m € max(A4) : a C m}.

Therefore, V(a) contains V(a N Max(A)) if and only if b C m for every maximal ideal of A that contains a.
That is, if and only if

From this, we have,

V(a) " Max(A4) = (] V(b).

bCa

However, b C a implies V(a) C V(b) so that the above implies
V(a) N Max(A) 2 V(a).

The other inclusion holds trivially. Therefore, the two are equal and Max(A) is very dense.

(it) = (ii1) Let {p} = V(a)\ V(b) be locally closed. Since Max(A) is very dense, {p} N Max(A) # 0.
Therefore, this intersection is exactly {p} so that p € Max(A). Then {p} = V(p) = {p} so this set is closed.

(#i1) = (i) The contrapositive will be proved. Assume there exists a non-maximal prime ideal p such that

pc () ¥

p’ prime
pCp’

is proper. Then let f be an element of the intersection on the right so that f ¢ p. Then the extension p in
Ay is maximal by the prime ideal correspondence with localizations. That is, {p} = V(p) \ V(f). However,

{p} # {p} since p is not maximal. Therefore, the locally-closed singleton {p} is not closed.
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Let X be the set of local subrings of k£ ordered under the relation of domination. To show that ¥ has maximal
elements, we will use Zorn’s lemma. Let

(A1, my) C (Ag,mg) C ...

be an increasing chain of local subrings of k. Note that (A4;, m;) < (A;, m;) implies the inclusion map A; — A;
induces a nontrivial map (consider the image of 1) A;/m; — A;/m;. Since this is a nontrivial map of fields, it
is injective (which implies m; = A; N'm;). Therefore, we have an increasing sequence of fields

Al/ml Q Ag/mg Q

Let K = UA;/m;. It is clear that K is a field and A;/m; injects into K for each i. We now have a sequence of
maps 7; : A; — K with kernel m; and 4, C A;, m; C m; for ¢ < j. Let A be the set of pairs (B, g) such that
g : B — K extends all of these maps. A is nonempty because there is a well-defined map 7 : UA; — K defined
by m(z) = m;(x) for € A;. A simple use of Zorn’s lemma shows that A has maximal elements (do the same as
for the A; for any increasing chain in A). That is, there exists (B, ¢g) such that A; C B and m; C ker g for each
i (the latter because g extends ;). It remains now to be seen that B is local and ker g is its maximal ideal.
Since g : B — K and K is a field, ker g is prime. Since g(s) # 0 for s € B\ ker g, we may localize and get an
extension ¢ : Byerg +> K. Since (B, g) is maximal, this implies that Byery = B and that every element not in
ker g is a unit. That is, B is a local ring with maximal ideal ker g. Therefore, (B, g) € ¥ is the desired upper
bound of the sequence (A4;, m;). It follows now by Zorn’s lemma that ¥ has maximal elements.

If (B,n) € ¥ is maximal, consider the set © of pairings (A, f) where A is a subring of k containing B and
f A Q where Q is the algebraic closure of B/n. Order © by (A1, f1) < (Asg, f2) if A; C Ay and f2|A1 =f1
(as in the text). By Zorn’s lemma, this set easily has maximal elements and similar to above, maximal elements
are local rings. Following the text, maximal elements of this set are also valuation rings over k. For such a
maximal element (C,g), g extends the projection 7 : B + B/n so that n C ker g so that (B,n) is dominated
by (C,ker g). Therefore by maximality, C = B and B is a valuation ring over k.

Conversely, assume (A, m) € ¥ is a valuation ring over k and (B,n) € ¥ dominates (A, m). For b € B C k, we
necessarily have either b € A or b=!A. In the latter case, either b=! is a unit in A or b=' € m. If b=! is a unit
in A, then b € A. If b= € m, then b~! € n, but this implies 1 = bb—! € n. This is a contradiction. Therefore,
in any of the cases above, b € A. This implies that (A, m) = (B,n) and so (A, m) is maximal.

(i) = (it) The contrapositive will be proved. Let a,b be proper ideals of an integral domain A with
k = frac(A) and assume that b € a and a  b. Then there exists a € a such that a € b and there exists b € b
such that b ¢ a. Consider a/b € k. Clearly, a/b ¢ A since if it were, a = b(a/b) € b. Similarly, b/a ¢ A since
this would imply b = a(b/a) € a. Therefore, A is not a valuation ring.

(ii) = (i) Let z/y € k for x,y € A. Then either (z) C (y) or (y) C (x). In the first case, there exists a

z € A such that = zy. From this, we have that z/y = z € A. In the other case, there exists z € A such that
y = zz. From this, y/x = z € A. Therefore, either z/y € A or y/z € A. That is, A is a valuation ring over k.

Let A be an integral domain that is a valuation ring over its field of fractions and p a prime ideal of A. Since
the ideals of A are in an order preserving correspondence with the ideals of A/p (ideals that contain p in this
case) and with the ideals of A, (ideals that are contained in p in this case), both of these rings have their ideals
totally ordered. That is, they are valuation rings over their respective fields of fractions.

Let A be a valuation ring (integral domain) over a field k and let A C B C k for some integral domain B. It is
easy to verify that B is a local ring (the argument given that a valuation ring is local carries over almost word
for word). Let n be the maximal ideal of B (the set of all non-units) and let p = nn A. Clearly, A\ (nN A)
is the set of elements of A who, when considered as an element of B, are a unit. For b € B, either b € A or
b=! € A. If b € A, then clearly, b = b/1 € A,. Similarly, if b=! € A, then b= € B so that b~! is a unit in
B. That is, b=' € A\ (nN A) so that b = 1/b~! € A,. Therefore, B C A,. Conversely, if a/s € A, with
s€ A\ (nNA) (and so is a unit in B), then considered as an element of K, we see a/s = as~! € B. Therefore,
the opposite inclusion holds as well. Therefore, we have B = A, is a local ring of A.

Let A be a valuation ring of a field k. Since k is commutative, the set of units, U, of A forms a group under
multiplication, which is clearly a subgroup of the multiplicative group k*. Let I' = k* /U be the quotient. Order
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I by £ <nifné~! € A (for any choice of representative, since different representatives differ by a unit of A).
This relation is clearly reflexive and transitive. To show that it is antisymmetric, notice that if né=1, én~! € A,
then né~! € U so that n = ¢ in I'. Therefore, this defines a partial order. Since A is a valuation ring, for
every £,m € I' and representatives, x,y € k*, either zy~' € A or yx~! € A. Equivalently, either n < & or
¢ < n respectively. Therefore, this defines a total order on I'. If § € T" and £ < 7, it is clear by writing out
representatives that €0 < né so this order respects the group operation. From this, I' is a totally ordered
abelian group (called the ”value group” of A).

Let v : k* +— T be the projection map and z,y € k*. Without loss of generality, assume that v(z) < v(y) so
that yz—! € A (since z and y are representatives of v(z) and v(y) respectively). Then we have 2~ (z + y) =
1+yxr~! € A so that

v( +y) = v(z) = min{o(z), v(y)}-

Since v(zy) = v(x) + v(y) (where I' is written additively), the above implies that v is a valuation on k with
values in T'. Notice that v(x) > 0 if and only if x17! = 2 € A. That is, A = {x € k* : v(x) > 0} U {0}.

Let T be a totally ordered abelian group (written additively) and let k be a field. A group homomorphism
v : k* — I satisfying the inequality from the previous problem is said to be a valuation with values in T'.

Let k be a field, T" a totally ordered abelian group and v : k* — T be a valuation. Let A = {x € k* : v(z) >
0} U {0}. First, this is an additive group since for every z,y € A, the inequality v(z + y) > min{v(x),v(y)}
ensures that x +y € A and 0 = v(1) < v(—1) < v(1) implies that v(—z) = v(—1) + v(z) = v(z) implies that
—x € A for all z € A. The fact that v is a homomorphism ensures that zy € A for all z,y € A. Therefore,
Ais a ring. For x € k*, we have 0 = v(1) = v(zaz~!) = v(x) + v(z~1). If v(z) > 0, then 2 € A. If v(x) <0,
then v(z~1) > 0 (remember the order preserves the group structure and add v(z~1!) to both sides) implies that
x~! € A. That is, A is a valuation ring.

A is the valuation ring of the valuation v and v(k*) is the value group of v.

Let A be a valuation ring of a field k, I' = k* /U (where U is the group of units of A), and v : k* — T" be the
corresponding valuation with values in I'. For a prime p of A, consider the set

Ap={{eT:£{ecv(A\p)}.

Clearly, this set is closed under addition since A\ p is multiplicative. Almost by definition, this set has additive
inverses (and identity). Therefore, it is a subgroup of I'. Notice that since A\p C A, v(A\p) C {£ € A, : £ > 0}.
Conversely, for v(z) € {{ € A, : € > 0}, either v(z) € v(A\p) or —v(z) € v(A\ p). In the latter case,
—v(z) = v(s) for some s € A\ p so that v(xs) = 0 and zs is a unit in A. This implies that both = and s are
units in A and hence, not in p (the unit group is saturated). That is, z € A\ p and v(z) € v(A\ p). Therefore,

{€eBp: 620} =v(A\p).

If 0 < v(z) < v(s) for some z € A and s € A\ p, then sx~! € A. That is, there exists a € A such that
s = ax. From this, it is clear that = ¢ p since « € p would imply that s € p. Therefore, v(z) € v(A\ p) as well.
Therefore, for each prime p of A, the subgroup A, of I' is isolated.

Define a map from Spec(A) into the set of isolated subgroups of I' defined by p — A,. Define a mapping in
the other directions as follows. For an isolated subgroup A of I', define

pr={zcA:vx)gA}={zecA:VEe A, v(z)>}.

It is immediate from the second definition (that follows since A is isolated) that pa is an ideal. To see that it
is prime, assume for that zy € pa and y & pa (that is, v(y) € A). Then for all £ € A,

() +o(y) = v(zy) = €

Since v(y) € A = —v(y) € A and the ordering preserves the group structure,
v(z) > £ —v(y).

It is clear that this implies v(xz) > & for all £ € A. That is, © € pa. Therefore, pa is a prime ideal and the
assignment A — pa is well-defined.
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For a prime p of A, it is clear from the above that
= {reAiu(a) € A} = A\ v () = A\ (A\p) =
Conversely, for an isolated subgroup A of I', (this takes a second to verify)
A, ={v(z) el :tu(x) €ev(A\pa)} ={v(z) €T : tu(x) e A} =A
Therefore, we have that the correspondence between prime ideals of A and isolated subgroups of I is bijective.

Let T be a totally ordered abelian group. Let k be a fiel and let A = k[I'] be the group-algebra of " over k. By
definition, A is freely-generated as a k-vector space by elements x, with o € I' such that z,x3 = Ta45. To see
that A is an integral domain, simply notice that any nonzero element can be written

MZoy + ...+ AnZq,,,

where A\; # 0 and a1 < ... < a, (Where strict inequality a; < a; is a; < a; and a; # a;). Then multiplication of
two such elements has maximal term given by the sum of maximal terms (with coefficient given as the product
of coefficients). From this, any two nonzero element necessarily gives a nonzero element and so A is an integral
domain.

If w € A is an (nonzero) element of the above form, let vo(u) = ay. This is easily a well-defined mapping
vg : A T'. It is clear that this map is a homomorphism since the product of two such elements has minimal
term given by the product of the individual minimal terms. Similarly, if vo(u) < vo(w), then the minimal term
of u 4 w is clearly greater than or equal to vo(u) (they may cancel). That is, vo(u + w) > min{v(z), v(y)}.

Let K = frac(A) and define v : K* — T by v(a/s) = vg(a) —vo(s). This clearly defines a group homomorphism.
To see the other property, assume

v(a) —v(s) = v(a/s) <v(b/t) = v(b) = v(D).
Then v(at) < v(bs) so that v(at 4+ bs) > v(at) = v(a) + v(t). This implies

v(a/s 4+ b/t) = v((at + bs)/st)
= v(at + bs) — v(st)
> u(a) +o(t) — o(s) — o)
=wv(a) —v(s) = v(a/s) = min{v(a/s),v(b/t)}.

Therefore, v defines a valuation on K with values in I'. It is clear that v is surjective since v(z,/1) = o for all
«a € I'. Therefore, I is exactly the value group of the valuation v.

Let A be a valuation ring and k its field of fractions. Let f : A — B be a ring homomorphism such that
f* : Spec(B) + Spec(A) is closed and g : B — k be any A-algebra homomorphism. If C = g(B), then clearly,
A C C since g(al) = ag(l) = a € C. Let n be a maximal ideal of C. Since f* is closed, m = nN A is
the maximal ideal of A (f*(V(n)) is closed and a singleton. Therefore, the ideal of the image, m = nnN A is
maximal) (note, we are considering A C B since an A-algebra is really a f(A)-algebra). Since A is a valuation
ring, it is a local ring and therefore, m is its maximal ideal and A, = A. Notice that A = A, is a local ring
and a valuation ring over k so that it is maximal in the local subrings of k. Therefore, C C C, C A, = A.
Therefore, g(B) = C = A.

If f: A— B isintegral and C' is any A-algebra, from problem 2, the map f®Id: C=A®4 C+— B®4C is
integral. Therefore, the induced map (f @ Id)* : Spec(B ® 4 C) — Spec(C) is closed. Conversely, let f: A+— B
be such that for any A-algebra C, the induced map (f ® Id)* : Spec(B ® 4 C) — Spec(C) is closed and assume
B is an integral domain.

As usual, assume that A C B (it is easy to see that this also does not change the tensor product) so that the
map f is injective. Let k = frac(B) and let A’ be a valuation ring of k containing A (which exists since the
integral closure of A in k is the intersection of all valuation rings of k that contain A). From this note, it then
suffices to show that B C A’ since then B is contained in all valuation rings that contain A and hence, the
integral closure of A in k.

Since A’ is an A-algebra, the map (f ® Id)* : Spec(B®4 A’) — Spec(A’) is closed. From the previous problem,
we have that the image of the map ¢ : B®4 A’ — k is A’ (¢ is the multiplication map) (considering both of
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these as A’-algebras). Therefore, for all b € B and o/ € A’ ba’ € A’. That is, b = bl € A’ for all b € B so
that B C A’ and so B is contained in the integral closure of A in k. This implies that the map f : A — B is
integral.

Let B be a ring with finitely many minimal primes p; and assume f : A — B has the property above for any
A-module C. Then for any i, the surjective map B — B/p; induces a surjective map B®4 C — B/p; ®4 C.
That is, B/p; ® 4 C' is isomorphic to a quotient of B® 4 C (all prime ideals that contain the kernel of this map).
From this, Spec(B/p; ® C) is a closed subspace of Spec(B ® 4 C) and so (f ® Id)* restricts to the pull back of
the induced map Spec(B/p; ®4 C) — Spec(C'). Therefore, this map is closed as well and the composite map
A — B+ B/p; satisfies the above property as well. Since B/p; is an integral domain, this implies this map is
integral. Since there are finitely many, this implies the map A — [[, B/p; is integral. Considering the product
of projections, B + [[,; B/p;, the kernel is obviously Mg = N;p; so that [[, B/p; ~ B/Mp. Therefore, the map
A— B/Mp is integral. That is, for every b € B, there are coefficients a; € A such that

W+ a b+ 4 a, € Ng.

Raising this polynomial to a high enough power gives a monic polynomial with coefficients in A that b satisfies.
That is, B is integral over A so the map f: A — B is integral.

Chapter 6

la.

1b.

Let M be an A-module and u : M — M be a surjective module homomorphism that is not injective. Consider
the sequence of submodules

0Ckeru C keru? C....

It will be shown by induction that these inclusions are proper. The first inclusion is proper simply because
keru # {0}. Assuming keru*~1 C keru®, let a € keru", a & keru”~!. Since u is surjective, there exists
b € M such that u(b) = a. Then u*(b) = u*~1(a) # 0, but u**+1(b) = u*(a) = 0. Therefore, b € ker u**+!, but
b & ker u*. Therefore, M is not Noetherian.

The contrapositive of this statement is that if M is Noetherian and w : M — M is a surjective module
homomorphism, then u is injective and hence, an isomorphism.

Let M be an A-module and u : M +— M be an injective module homomorphism that is not surjective. Consider
the sequence of submodules

M>ImuDdImu?D....

It will again be shown by induction that these inclusions are proper. The first inclusion is proper because
Imu # M. Assuming that Imu*~1 D Imu”, let @ € Imu*~!, but a € Imu*. Then there exists b € M such
that u*~1(b) = a so that u(a) = u*(b) € Imu*. However, if u(a) = u*T1(c), then by injectivity, a = u*(c) for
some ¢, which is not possible. Therefore, u(a) € Imu*, but u(a) ¢ ImuF*+!. Therefore, M is not Artinian.
The converse of this is that if M is an Artinian ring and v : M — M is an injective module homomorphism,
then u is surjective and hence, an isomorphism.

Let M be an A-module such that every non-empty set of finitely generated submodules has a maximal element.
Let N be a submodule of M and consider the set of finitely-generated submodules of N. This set has a maximal
element, Ny. For n € N, we may consider Ny + An. Since this module is finitely-generated by the generators
of Ny and n, maximality of Ny implies that n € Ny. That is, we necessarily have N = Ny so that N is
finitely-generated. Therefore, M is Noetherian.

Clearly, the converse holds as well. If M is Noetherian, then every non-empty subset of submodules has a
maximal element so that in particular, every non-empty set of finitely-generated submodules has a maximal
element.

Let M be an A-module and let N7, No be submodules of M such that M/N; and M /Ny are Noetherian (or
Artinian). Consider the ring homomorphism ¢ : M — (M/N;) @ (M/N3). Clearly, ker ¢ = Ny N N so that
there is an isomorphism M/(N; N Na) ~ (M/Ny) @ (M/N3) Since M/N; are Noetherian (resp. Artinian),
0 is their direct sum. Since these are isomorphism invariants (there is a bijective correspondence between
submodules), this implies that M/(N; N N3) is Noetherian (resp. Artinian).

60



4. First, a result which will be useful later. Let M be a finitely-generated faithful A module and let p, q be ideals
such that pM C qM. Define a module homomorphism ¢ : M — M by ¢(m) = pm for some p € p. Then
d(M) =pM C qM. By the Cayley-Hamilton theorem, there is some equation of the form

A"+ . +¢,=0
for ¢; € q. That is, the map on the left is the zero map. Since M is a faithful A-module, this then implies
Pttt .+ g, =0.

This may be rewritten as follows.

p(P" T+ @p" P+ gao1) = —aqn €4

Therefore, either p € q or p" ' 4+ ¢1p" 2 + ... + ¢n_1 € q. It is clear that we may continue to decrease the
degree so this process eventually terminates with p € q. Therefore, p C q.

Let M be a Noetherian A-module and let a = ann(M). We know M is a faithful A/a-module. Let

PrCpaC...
be an increasing sequence of prime ideals of A/a. Then
p1M CpaMC...

is an increasing sequence of submodules of M. Therefore, there exists n such that p,,M = p, M for m > n.
Since M is Noetherian, M is finitely-generated (as an A/a-module) and the above then implies that p,,, = py,
for m > n. That is, the sequence of prime ideals above is stationary and so A/a is Noetherian.

It is clear that the same process works with Artinian in place of Noetherian and inclusions reversed in the
chains.

5. Let X be a Noetherian topological space and Y C X be a subspace. First, notice that for open sets Uy C Us
of Y, there exists open sets W7, W5 of X such that W; NY = U;. We may choose W5 to contain W; by taking
the union if necessary. That is, for any open sets U; C U; of Y, there exists open sets W7 C W5 of X such
that W, NY = U,.

Now let U; C Uy C ... be an ascending chain of open subsets of Y. From the above, we can inductively find
open subsets W; C Wy C ... of X such that W; NY = U;. Since X is Noetherian, there exists some n such
that for m > n, W,, = W,,. Then it is clear that U,, = W,, N Y = W, NY = U,. Therefore, the sequence of
open sets Uy C Us C ... is stationary and so Y is a Noetherian topological space as well.

If {U;}ier is an open cover of X, consider the set of finite unions of the U;, {V;}scr. Since these sets are open
and X is Noetherian, there is necessarily a maximal element Vp € {V;},c;. For € X, we may find an open
subset Uy containing x. Then Vj U Uy is a finite union of the U; and by maximality is equal to V. That is,
x € Vy. Therefore, Vj = X and X is a finite union of the U;. Therefore, X is a Noetherian topological space.

6. (i) = (uit) This follows from the above since every subspace of a Noetherian topological space is Noetherian
and a Noetherian topological space is quasi-compact.

(#91) == (4i) This is immediate.

(i) = (i) Let X be a topological space such that every open subspace of X is quasi-compact and consider
an ascending chain of open sets Uy C Uy C ... of X. Then the set U = UU; is open and so is quasi-compact.
If we write each U; as a finite union U; = U;V;;, then each V;; is open in U and these sets cover U. Therefore,
there are finitely many V;, ;,,...V;, ;. that cover U. If n > max{ix}}_;, then we have that U,, = U,, for m > n,
since U,, = U. That is, the sequence of open sets of X is stationary and so X is Noetherian.

7. Let X be a Noetherian topological space. Let ¥ be the set of closed subsets of X that are not finite unions
of closed, irreducible spaces. If ¥ is nonempty, since X is Noetherian, there is some minimal element Y € X.
Since Y itself cannot be irreducible (then it would be a finite union of closed, irreducible spaces, itself) there
exists two nonempty open sets U,V of Y such that U NV = ). The complements of these sets A, B are then
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10.

11.

proper subsets of Y and such that AU B =Y. By minimality of Y, we necessarily have that A and B are
finite unions of closed, irreducible sets, but then Y = AU B is a finite union of closed, irreducible sets. This
is a contradiction. Therefore, > = ). Since X itself is a union of closed, irreducible sets (from chapter 1), this
implies that X can be written as a finite union of closed, irreducible sets.

Let A be a Noetherian ring and V(a;) 2 V(az) 2 ... be a decreasing sequence of closed subsets of Spec(A).
We see for i < j,

r@)= () pS () p=rla).

peV(a;) peV (ay)

Therefore, we have an increasing sequence of ideals

r(a1) Cr(ag) C
Therefore, for some n, r(a,;,) = r(a,) for m > n. Then V(a,,) = V(r(an)) = V(r(a,)) = V(a,) so that the
sequence of closed subsets is stationary. That is, Spec(A) is a Noetherian topological space.

To show the converse is not true, let k be a field, consider the polynomial ring k[z1, zo, . ..] in countably many
indeterminants, the ideal a generated by the indeterminants z1, .. ., and the quotient A = k[x1,...]/a?. Clearly,
the sequence of ideals

(1‘1) C (1‘1,.132) C...

is strictly increasing so that A is not Noetherian. However, Spec(A) is finite and so necessarily is Noetherian
(in fact, Spec(A) is a singleton. Every prime ideal contains every z; since they are nilpotent. Conversely, the
ideal generated by the z; is maximal since the quotient is the field k).

Let A be a Noetherian ring. From the previous exercise, Spec(A) is Noetherian. Therefore, Spec(A) has finitely
many irreducible components. Since the irreducible components of Spec(A) are in bijection with the minimal
primes of A (from chapter 1), there are finitely many minimal primes of A.

Let M be a Noetherian A-module and a = ann(M). From a previous problem, since M is finitely-generated,
we have

Supp(M) = V(a) = Spec(A/a).

From an earlier problem in this chapter, we know that A/a is a Noetherian ring since M is Noetherian.
Therefore, Spec(A/a) is a closed, Noetherian subspace of Spec(A).

First, it will be shown that every ideal in a Noetherian ring has a primary decomposition. From the primary
decomposition chapter, we need only show that a Noetherian ring satisfies (L1) and (L2) (defined in a previous
problem).

Let A be a Noetherian ring, a be an ideal and p be any prime ideal. We know that

Sp(@)= | J (a:s).

s€A\p

Consider ¥ = {(a:s):s € A\ p}. Since A is Noetherian, there is some maximal element of X, say (a : x) for
x € A\ p. For y € Sy(a), there exists some s € A\ p such that sy € a. Consider (a : sx) (where sz € A\ p
since they both are). It is clear that (a: ) C (a: sz) so that

y € (a:sz)=(a:xz).

Therefore, Sy(a) = (a: x) (since the other inclusion holds trivially). Therefore, (L1) is satisfied.

Let a be an ideal and S; O S D ... be a decreasing sequence of multiplicatively closed subsets. Clearly,
Sp(a) € Se(a) C ... is an increasing sequence of ideals and so is stationary. Therefore, (L2) is satisfies almost
trivially.

Since these are both satisfied, every ideal of a Noetherian ring has a primary decomposition.
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From a problem last chapter, it was shown that if f : A — B is such that f* : Spec(B) — Spec(A) is a closed
map, then f has the going-up property.

Assume Spec(B) is Noetherian, f : A — B has the going-up property, and f* : Spec(B) — Spec(A) is the
induced map on spectra. As usual, we can reduce to the case that A C B and f : A +— B is the inclusion map
since the map f* : Spec(f(A)) — Spec(A) is a homeomorphism onto the closed set, V' (ker f).

Let V(b) C Spec(B) be an arbitrary closed subset of Spec(B). From the above, there exists a primary
decomposition

b= ﬂ Qis
i=1

where 7(q;) = p;. This implies
Since then

it suffices to show that each f*(V(p;)) is closed (where f is the inclusion map). However, the going-up property
immediately implies that f*(V(p)) = V(p°) = V(p N A) for any prime p of B. The inclusion C holds trivially.
For the other inclusion, consider any containment of prime ideals p N A C p’. By the going-up property, there
exists a prime ideal q of B such that p C q and q° = qN A = p’. Therefore, f*(V(p;)) = V(p; N A) and so f*
is a closed map.

12. Let A be a ring such that Spec(A) is Noetherian. Consider a sequence of increasing prime ideals p; C ps C .. ..
This gives rise to the decreasing sequence of closed sets

Vip1) 2V(p2) 2....
Since Spec(A) is Noetherian, we eventually have V(p,,) = V(p,,) for m > n. We then have
P =1(pm) = ﬂ q= m q="7(Pn) = Pn.
qeV (pm) qeV (pn)

Therefore, the sequence of prime ideals is stationary. That is, the set of prime ideals satisfies the ascending
chain condition.

To show that the converse does not hold, consider the ring A = [];~, Z/2Z. 1t is clear that every prime ideal is
maximal (the quotient by a prime ideal has two elements and so is a field). Therefore, A satisfies the ascending
chain condition for prime ideals. However, there is a strictly decreasing sequence of closed subsets of Spec(A).

V(el) D V(Gl,eg) D...

To see that each containment is proper, notice that (1 —e) € V(ey,...,ex—1), but (1 —ex) € V(er,...,ex)
(and (1 — ex) € Spec(A) clearly).

Chapter 7

1. Let A be a non-Noetherian ring, ¥ be the set of ideals in A that are not finitely-generated. By Zorn’s
lemma, it is easy to see that there are maximal elements of ¥ (for an increasing chain of not finitely-generated
ideals, their union is an ideal that is not finitely-generated). Let a € ¥ be maximal and let zy € a with
x ¢ a. Since ¢ € a, a C a+ () so that a + (x) is necessarily finitely-generated by say {a; + bz} ;.
Let ap = (a1,...,ay). Clearly, ag is finitely-generated and ag + () € a + (x). The other inclusion follows
immediately since a + (z) = (a1 + b1z, ..., a, + byz). Therefore,

ao+ (z) = a+ (x).
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4a.

4b.

We clearly have a D ag+ 2 - (a: ). For a € a C a+ (), we may write a = ag + bz for ag € ag. Subtracting
ap, we get that bz € a so b € (a:z). That is,

a=ap+breca+z-(a:z).

Therefore, we have a = ag + z - (a : ). If (a : z) is finitely-generated, we get that a is finitely-generated,
which is a contradiction. Therefore, (a: z) € ¥, but a C (a: ) so that they are necessarily equal a = (a : z).
Therefore,

ye(a:z)=a.

That is, a is necessarily prime. Therefore, if A is non-Noetherian, then there exists prime ideals that are not
finitely-generated. The contrapositive of this statement is that if all prime ideals of a ring are finitely-generated,
then the ring itself is Noetherian.

The implication that if f € A[[z]] is nilpotent than the coefficients are nilpotent was an exercise from the first
chapter. It is very easy to see that if f € A[[z]] is nilpotent, then the term of lowest power is nilpotent (and so
the coefficient as well). Subtracting, we get g € A[[z]] of higher lowest term that is still nilpotent. Continuing
in this way by induction, it follows that every coefficient is nilpotent.

If f € Al[x]] has coefficients a; € 94, then since A is Noetherian, D4 is nilpotent and there exists m > 0 such
that 9y = 0 (that is, all products of m nilpotents is zero). Then f™ = 0 since every coefficient is in M} = 0.

(1) = (it) Let a be a proper irreducible ideal of a ring A. Assume a is primary with r(a) = p and S is a
multiplicative subset of A. If SNp # @, then a®® = (1) = (a: s") for s € SNp and n sufficiently large (so that
se€a). f SNp=0, then for every s € S, if x € (a: s), since s € p, x € a. That is,

aC(a:s)Ca.

Therefore, we have equality.

(ii) = (i) From a previous problem (chapter 4, problem 17) if this property holds, the ideal a can be
decomposed into the intersection of a primary ideal and an ideal that properly contains a. Since a is irreducible,
this implies that a is then primary.

(i) = (iii) Let a be primary and r(a) = p. If € p, then 2™ € a for some n > 0 so that (a : 2™) = (1)
and so this sequence is stationary. If x ¢ p, then it is easy to see that (a: z) C a. Since the other inclusion is
immediate, we have equality and so this sequence is stationary as well.

(ti1) == (i) Passing to the quotient A/a, it suffices to show that every nonzero zero-divisor is nilpotent.
Our hypotheses are then (by the correspondence of ideals under quotients) that for every x € A, the sequence
ann(a™) is stationary. For zy = 0 and y # 0, our hypotheses imply that (z™) N (y) = 0 for n such that the
sequence of annihilators is stationary at n. Indeed, if a € (y) N (2™), az = 0 (since a € (y)), and a = bz™ for
some b € A. But then, bx"*! = az = 0 implies that b € ann(z"*!) = ann(2™). That is, @ = ba™ = 0. Since a
is irreducible, 0 is irreducible in A/a. Since y ¢ 0, this then implies that ™ = 0 so z is nilpotent. Therefore, a
is primary.

Let A; be the ring of rational functions C(x) with no pole on the unit circle, S'. Consider the inclusion
Clx] < A;. For any ideal a of A;, a¢ is clearly the set of numerators of elements of A;. Then an increasing
sequence of ideals a3 C ag C ... induces an increasing sequence of ideals a§ C a§ C . ... Since C[z] is a finitely-
generated algebra over a field, it is Noetherian and this sequence is stationary. It is clear that the extension of
a contracted ideal is the original ideal itself (just put denominators back). Therefore, the original sequence of
ideals is stationary as well.

Let Ay be the ring of analytic functions with convergent power series at z = 0 (that is, positive radius of
convergence). For any ideal a, let

f(z) = Zanz" €a
n==k
be such that k is minimal with aj # 0 (Note that k = 0 implies f is a unit). Then for any

g(z) = z bp2" € a,
n=I
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4c.

4d.

Je.

g/f has a removable singularity at z = 0 and therefore is analytic in some neighborhood of z = 0. That is,
g/f € As. Then g = f(g/f) € (f). This then implies that a = (f) so that As is a PID and hence, Noetherian.

Let A3 be the ring of entire functions and consider the increasing chain of ideals
(sinz) C (sinz/2) C (sinz/4) C....

These inclusions are clearly proper since if g(w) sinw = sinw/2, then g(w) necessarily has poles (for example
at w = m) and so ¢ is not entire. Therefore, A3 is not Noetherian.

Let A4 be the set of polynomials whose first k& derivatives vanish (note k = 0 is not included so the ring has an
identity). It is clear that every element of f € A4 may be written

m

f(z)=aop+ Z anz".

n=k+1
From this, A, is a finitely-generated C-algebra and hence, Noetherian (generated by {1, 2F+1, 2F+2  22k+11)

Let A5 be the ring of polynomials C|[z, w] such that all partial derivatives (except the 0-th) with respect to w
vanish for z = 0. Consider the increasing chain of ideals

(zw) C (2w, zw?) C (2w, zw?, zw®) C ...

To show this chain is strictly increasing, we need only show zw™ ! & (2w, zw?,...,zw"). As an equality of
polynomials, it is clear that if zw"*! = g(z, w)zw"* for k < n, then g is independent of z. However, this should
imply that ¢ is a constant since the partial derivatives then need vanish. This is a contradiction. Therefore,
the inclusions are proper and so Ay is not Noetherian.

Let A be a Noetherian ring, B a finitely-generated A-algebra, G a finite group of A-automorphisms of B, and
BE the set of elements fixed by all elements of G. As usual, we may consider A C B. Then this follows
immediately from proposition 7.8. Indeed, A is Noetherian, B is a finitely-generated A-algebra, and B is
integral over BY. Therefore, B is a finitely-generated A-algebra.

Let K be a finitely-generated ring that is also a field. If char K = 0, then Z C Q C K and so K is finitely-
generated over Q. By Zariski’s lemma, K is a finite algebraic extension of Q and therefore a finitely-generated
Q-module. Since Z is Noetherian, K is a finitely-generated Z-algebra (it is a finitely-generated ring), and K is
finitely-generated as a Q-module, by proposition 7.8, we get a contradiction since this should imply that Q is
a finitely-generated Z-algebra. Therefore, char K > 0.

Therefore, K is finitely-generated as a Z/pZ-algebra for some prime p > 0. By Zariski’s lemma, this implies
that K is a finite algebraic extension of Z/pZ and is therefore a finite field.

Let X be an affine algebraic variety over a field k given by the family of equations f,(¢1,...,t,) =0fora eI
for some index set I. Consider the corresponding ideal a generated by the f,. By the Hilbert basis theorem,
this ideal is finitely-generated and so we may write

a:(flw"ufn)'

That is, each of the above f, can be written as linear combinations of these f; and vice versa (so if one set is
zero, so is the either set). Therefore, X is determined by finitely many polynomials, f1,..., f,.

Let A be a ring such that A[z] is Noetherian. For any increasing chain of ideals a; C ay C ... of A, consider
the chain of ideals

ap+(z)Cag+(x)C...

of A[z]. Since A[x] is Noetherian, this sequence is stationary. Taking contractions and using that (a; + (2))¢ =

(a; + (z)) N A = a;, we get that the original sequence of ideals is stationary as well. That is, A is Noetherian
as well.
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10.

11.

12.

Let A be a ring such that for every maximal ideal m of A, A,, is Noetherian and for every x € A, x # 0, there
are finitely many maximal ideals that contain z. Let a be a nonzero ideal of A and let my,..., m, be the set
of maximal ideals that contain a (there are finitely many because if there were infinitely many, every point
of a is contained in infinitely many maximal ideals). Let xg € a, ¢ # 0 and let my,..., m,4, be the set of
maximal ideals that contain zo. Since m,41q,...,m,4s don’t contain a, there exists «; € a such that x; ¢ m, 4 ;
for 1 < j <'s. Since An, is Noetherian for each 1 <4 < r, the extension of a to Ay, is finitely-generated. Then
there are Z,1sy1,...2: € a whose images generate aAy,, for 1 <4 <r. Let ag = (zg,...,2¢).

For any m;, 1 <4 < r, we know that the images of the z,441,...,2: generate aAy, so that the extensions
of ap and m agree in these localizations. For the remaining maximal ideals that contain zg, m, 41, ..., M4,
x; € A\m,; with z; € aNag so that the extensions of these ideals to these localizations are the unit ideal and
so agree. For the remaining maximal ideals that don’t contain xg, g € aNag so that once again, the extensions
of these ideals are the unit ideal and so agree. That is, the extensions of a and ay agree in all localizations of
maximal ideals.

Consider the A-module homomorphism ay < a. Since localizations of this map at all maximal ideals is
surjective, the map itself is surjective and so we necessarily have a = ag is finitely generated. Since a was an
arbitrary ideal, this implies that A is Noetherian.

Let M be a Noetherian A-module and let M([z] be the polynomial ring with coefficients in M be an A[z]-module.
By imitating the proof of the Hilbert basis theorem, it will follow that M|z] is a Notherian A-module. Let N
be a submodule of M[z]. Consider the submodule P of M generated by the leading coefficients of elements of
N (it is clear that this is an A-module). Since M is a Noetherian A-module, P is finitely generated, say by
ai,-..,a,. For each 1 <1 < n, there then exists f; € N such that

r;—1

fi(x) = a;z" + Z fiza?.
=0

Let r = max{r;}?_; and N’ be the submodule of M[z] generated by the f;. For any f € N, if deg f =m >r,
the leading term of f is necessarily given by ax™ with a € P. We may write

n
a = E ujaj
Jj=1

for some u; € A. Then
f@) = ua™ " fi(x)
j=1

has degree strictly less than m. That is, we may reduce the degree of f until deg f < r. If N is the A-module
consisting of polynomials in M [x] of degree strictly less than r, then from the above degree reduction, we have
that N = N’ 4+ N”. Notice that as N” ~ M" and so is Noetherian (since M is Noetherian). If gq,..., gm
generate N” as an A-module, then the finite collection fi,..., fn,91,...,gm generates N (as an A[z]-module,
but you really only need coefficients from A for the g;). Therefore, Mx] is Noetherian.

Being Noetherian is not a local property. Let A = @52,Z/27Z (direct sum). It is easy to see that A is not
Noetherian since the sequence of ideals (e1) C (e1,€e2) C ... is not stationary. It isn’t hard to see that the only
prime ideals of A are (ej);»; (since if p # (1), there is necessarily some e; ¢ p. Then e;e; = 0 € p implies
e;j € p. Conversely, for any element of p, if the i-th component is nonzero, multiplying by e; gives that e; € p.
From this, every element of p is a sum of e; for j # i. Therefore, p = (e;),x;). It is not too difficult to see that
for p = (e;);i, A\p={a € A:ae; =e;}. Then for f/g € A,,

f - fei fei

g gé; €;

Here, either fe; = 0 or fe; = e; so that A, has exactly two elements and so is a field. Therefore, A, is
Noetherian for each prime p, but A is not Noetherian.

Let A be aring and f : A +— B be a faithfully-flat Noetherian A-algebra. If a; C as C ... is an ascending chain
of ideals in A, then

af Ca5 C ...
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16.

is an ascending chain of ideals in B. Since B is a Noetherian, this sequence is stationary. Since B is faithfully-
flat, contracting the above sequence gives the original sequence. Since this sequence is stationary however, the
original sequence is necessarily stationary as well. Therefore, A is Noetherian.

Let f: A+ B be a finitely-generated A-algebra (for which we can assume A C B and f is the inclusion map)
and f* : Spec(B) — Spec(A) be the induced map on spectra. From a previous problem, we know fibers are
given by

(f*) " (p) = Spec(k(p) @4 B),

where k(p) is the residue field of A at p. From this, it suffices to show that the ring k(p) ® 4 B is Noetherian.
From the Hilbert basis theorem, we know that k(p)[t1,...,tn] =~ k(p) ®a Alt1,...,ts] is a Noetherian ring
for all n > 0. Since there is a surjective map Alty,...,t,] — B, tensoring with k(p) gives a surjective map
kE(p)[t1,...,tn] — k(p) ®4 B. Since this is surjective, we have that k(p) ® 4 B is Noetherian.

Let k be an algebraically closed field, A = k[t1,...,t,], a be an ideal of A, X be the variety in k™ determined
by a, and I = I(X) be the ideal of polynomials that vanish identically on X. Clearly, r(a) C I since k is a
field. If f & 7(a), then there is some prime ideal p that contains a but not f (localize at (f),>0). Let f be
the image of f in B = A/p, C' = By, and m be a maximal ideal of C. Since C' is generated by the #;/1 and 1/f
as a k-algebra, C' is finitely-generated as a k-algebra and also a field so that C//m ~ k by Zariski’s lemma. Let
(1. ympn) = (w(t1/1),...,7(t,/1)) € (C/m)™ = k™ be the images of the generators of the ¢; in C/m = k.

For g € a, using that the maps above are all ring homomorphisms, we get that

g(x1,...,xn) =7(g(t1,. .., tn)/1) =0,

since g(t1,...,tn) € a C p. Therefore, (x1,...,2,) € X. Similarly, we may write
f@1, .y mn) =7(f(t1, ..., tn)/1).

Since f & p, f(t1,...,tn) # 0. Since B is an integral domain, f(t1,...,t,)/1 # 0 (B — By is injective),
and since this is a unit in C, 7(f(t1,...,¢n)/1) # 0. That is, f(z1,...,2,) # 0. Therefore, f ¢ I. The
contrapositive of this is that I C r(a). Combining inclusions, we get that I = r(a).

(i) = (4i) Let (A, m) be a Noetherian local ring with residue field k and M be a finitely-generated A-module.
If M is free, then M is isomorphic to a direct sum of A and so is flat.

(i4) = (i) If M is flat, then clearly the injective map m < A induces an injective map m ® 4 M <
A ®a M = M.

(i41) = (iv) This follows immediately by writing out the induced Tor sequence for the exact sequence

0O—-m—A—k—0.

(tv) = (i) Let x1,...,x, be elements of M whose images in M/mM form a basis of M as a k-vector space.
As a consequence of Nakayama’s lemma, the x; generate M. Let F' be the free A-module with basis eq,..., e,
so that ¢ : F+— M defined by ¢(e;) = z; is surjective. If E = ker ¢, we have an exact sequence

O—-F—F—M-—0.

Tensoring with &, we get a new exact sequence (using that Tor’f‘ (k, M) =0)
0—=kRQAF —=k®@sF—-k®aM— 0.

Since the latter map is a surjective map between vector spaces of the same dimension, it is necessarily injective
so that k ®4 E = 0. From a previous problem (chapter 2, problem 2), we have that k ® 4 F ~ E/mE = 0.
Since A is a local ring, J4 = m so that by Nakayama’s lemma, £ = 0. Therefore, the map ¢ itself is injective
and so is an isomorphism. Therefore, M is free.

(i) = (i1) Let A be a Noetherian ring and M a finitely-generated A-module. If M is a flat A-module, then
M, is a flat Ay-module for each prime p. From the last problem, since A, is a Noetherian local ring and M,
is finitely generated as a A,-module, this implies that M, is a flat A,-module for any prime p.

(14) = (i44) This is immediate.

(1)) = (i) If My is a free Ap-module for every maximal ideal m, then My, is a flat Ay-module for every

maximal ideal m from the previous problem. Since flatness is a local property, this implies that M is a flat
A-module.

67



17.

18.

Let A be aring and M a Noetherian A-module. Let a submodule N of M be irreducible if for every submodules
N’',N" such that N = N'NN", either N'= N or N/ = N.

Suppose there is a submodule that is not a finite intersection of irreducible submodules. Then the set ¥ of
such submodules is non-empty. Since M is Noetherian, it has some maximal element N. Note that IV itself
is not irreducible since then it is a finite intersection of irreducible submodules. Therefore, N = N’ N N” for
some submodules N’, N where neither is equal to V. Since N C N/, N”, N’ and N” are finite intersections of
irreducible submodules so N = N'NN" is a finite intersection of irreducible submodules. This is a contradiction.
Therefore, every submodule of M is a finite intersection of irreducible submodules.

Let N be an irreducible submodule of M. We wish to show that every zero-divisor of M/N is nilpotent. Since
N is irreducible, 0 is irreducible in M/N. Let € A be such that ¢, : M — M defined by m — zm is not
injective. Consider the ascending sequence of submodules

ker ¢, C ker g2 C ...

Since M is Noetherian, M/N is Noetherian and so this sequence is stationary. Let n be such that ker ¢,» =
ker ¢zn+1. Then Im ¢zn Nker ¢, = 0. Indeed, if m € ker ¢, then zm = 0. But m € Im ¢,» implies m = z"m/
so that xm = 2™ lm/ = 0 so m’ € ker ¢ n+1 = ker ¢pgn so that m = z™m’ = 0. Since ker ¢, # 0, irreducibility
of 0 implies that Im ¢,» = 0 so that ¢,» = 0 and z is nilpotent. Therefore, an irreducible module is primary.

As a corollary of these results, we have that any submodule of a Noetherian module can be written as a

finite intersection of primary modules. That is, every submodule of a Noetherian module has a primary
decomposition.

(i) = (ii) Let A be a Noetherian ring, p a prime ideal, and M a finitely-generated A-module. If p is an
associated prime of 0 in M, we may write (from the previous problem) a minimal decomposition

such that rp;(N1) = p. Let a =N, N;. For z € a,  # 0, since z ¢ Ny, we have r(N;y : ) = p (from chapter
4, problem 21). That is, (N7 : ) C p.

It will now be shown that for every submodule N of M, there exists an integer k > 0 such that (rp (N ))k -
(N : M). Notice that rps(N)M is a submodule of M and so is finitely-generated by say zymz, ..., z,m,. Then
for each 1 < i < 7, there exists k; such that 2 € (N : M). Let k=1 +>°i (ki —1). Then by the pigeon-hole
principle, for every product of k elements from the set x1,...,x,, the product lies in (M : N). Consider an
single term

y1 - yem € (rar(N))*M.

Clearly, yxm € rp(N)M so it can be written as a linear combination

n n
Ygm = E a1 Tim; = Yi...Ypm = E a;TiY1 - - - Y—1M-
i=1 i=1

From here, yp_1m; € rp(N)M and so we may continue this process. This process is finite since there are
finitely many y; and each time we add finitely many terms. In the end, we get a linear combination of the
m,; with coefficients given by an element of A times a product of k of the x; and therefore lies in (M : N). It
follows from this that y; ...yxm € N. It follows from this that (rp;(N))* C (N : M).

Letting N = N; in the above, we get that there is some integer k > 0 such that p* = (ra;(N1))* C (Ny : M).
It follows that

pka CanNy=0.
Let k be minimal such that the above holds. Then for z € p¥~'a, 2 € a so that ann(z) C p. Conversely, for
every p € p, pr € p¥a = 0 so that p C ann(z). Therefore, ann(x) = p as desired.
(#4) = (i) This is trivial from the fact that the primes associated to 0 are the primes of the form r(ann(x)).

(i) = (#ii) For a fixed prime p and @ € M such that p = ann(z), this is evident by the A-module
homomorphism ¢ : A — M defined by ¢(a) = ax. The kernel is clearly ann(x) = p and so the image (the
submodule generated by x) is a submodule isomorphic to A/p.
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(#41) = (4i) Let ¢ : A/p — M be injective (so an isomorphism with a submodule of M) and let z = ¢(1+p).
By the fact that ¢ is well-defined, we have that p C ann(z) (for any p € p, we necessarily have pz = 0 for ¢ to
be well-defined). Then ax = 0 implies that ¢(a + p) = ax = 0 so that a € p (since ¢ is injective. Therefore,
ann(xz) C p. Therefore, ann(x) = p.

For any prime p; associated to 0 in M, there exists a submodule M; such that 0 C M; and My ~ A/p;.
Considering the quotient M /M, the zero module is again decomposable and for any prime ps associated with
it, there is a submodule Ny of M/M; such that Ny ~ A/py. Then via the correspondence of submodules under
quotients, there is a submodule My of M such that M; C My and My ~ Ny ~ A/ps. Continue in this way to
get an ascending chain of submodules

OCM, CM,C....

Since M is Noetherian, this sequence is stationary. Note that at every step, if M; # M, then the above process
gives a submodule M, that strictly contains M;. That is, when this chain becomes constant, it is equal to
M. Therefore, there is an ascending chain

oOocMycMyCc...CcM,CM

such that each consecutive quotient is isomorphic to A/p for some prime ideal p.

Let X be a topological space and § be the smallest collection of subsets of X which contains all open subsets
of X and is closed with under finite intersections and complements (§ is the intersection of all subsets of X
that contain the open sets and are closed under finite intersections and complements). § is therefore closed
under finite unions as well. Since all open sets belong to §, all closed sets belong to §, all intersections U N C'
of an open set and a closed set belong to §, and all finite unions of these intersections therefore belong to
5. Conversely, the collection of finite unions of sets of the form U N C for U open and C closed contains all
open sets (take C' = X)) and is closed under finite intersections and complements (show the intersection of two
elements is in the set and so by induction, it is closed under finite intersections. Then the complement of a
finite union is the intersection of the complements, which is also in the set). Therefore, any element of § is in
this set and so can be written as a finite union of sets of the form U N C where U is open and C is closed.

Let X be irreducible and E € §. If E contains a nonempty open set, U C E, since every open set is dense in
X, we have X = U C FE so that F is dense in X. Conversely, if F is dense in X, write

n

E= U(Ui NGy,

i=1

where none of the U; or C; are empty. Let V =N, (X \ C;). We have

ENV = (0(Umc,-)> N <ﬁ(X\Ci)> = U (Umcm (ﬁ(ﬂ@))) — 0.

=1 i=1 i=1 i=1

Since E is dense and V is open, this implies V' = (). Since the sets X \ C; are open, they are dense and since
their intersection is empty, there exists ¢ such that X \ C; = 0. That is, C; = X for some i. Then U; C F so
that F contains a non-empty open set.

Let X be a Noetherian topological space and E C X. From the previous problem, if £ € §, then for every
irreducible subset Xy C X, E N X is dense (in X) if and only if £ N X contains a nonempty open subset of
Xo. That is, either EN Xy # Xy or £ N X, contains some nonempty open subset of Xj.

Conversely, if E ¢ §, then there exists a closed set C' C X such that ENC ¢ § (one can take C' = X). Since
X is Noetherian, the set of closed sets C' C X such that ENC ¢ § has a minimal element Xy (so Xy is closed
and FN Xy € §). Xo is necessarily irreducible since if it can be written as a union of two proper closed sets
Xo = C1 Uy, then either ENCy € § or ENCy ¢ §F (since if they both are, E N Xy € §). This contradicts
minimality of Xy. Therefore, Xy is irreducible and closed.
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IfENXyC Xg,then ENENXyeF. However, ENXg C Fand ENXg CENXgso ENXg CENENXy
and similarly, E N Xy C X, implies £ N Xy C Xy so that EN E N Xy C FN Xg. Therefore, the two are equal
so that £ N X, € § is a contradiction.

If U C En X, for some nonempty open set U of Xy, let C = X\ U so that C C X is a closed subset of
Xand ENC € §. Then U = V N X for some open set V of X and ENU = U =V N Xy € § so that
ENnXyg=(ENU)U(ENC) € F. This is a contradiction as well.

Let X be a Noetherian topological space and £ C X. If E is open in X, then for every irreducible subspace
Xo C X, either EN Xy is empty, or £ N Xj is open in X by definition.

Conversely, if E is not open, then there is some closed set C such that ENC is not open in C (take C' = X for
example). Since X is Noetherian, there is a minimal element of the set of closed sets C' such that FNC' is not
open, Xj.

If Xg = C1UCy where Xy C C1, Cy, then ENCy, ENCy are necessarily open so that ENXy = (ENCT)U(ENCy)
is open as well, contradicting that £ N X is not closed. Therefore, Cy is irreducible.

By definition, £ N Xq is not open in Xy. In particular, this implies that £ N Xy # (. If U C E N X, for some
nonempty open subset U of Xy, then D = Xy \U C X is a closed subset of X so that END is open in D. Then
there exists V7 open in X, such that E N D = V; N Xy. Similarly, there exists V5 such that ENU = V5, N Xy
(Since ENU = U is open in Xg). From this, EN Xy, = (ENU)U (EN D) is open in Xy, contrary to the
assumption that £ N Xy is not open in Xy. That is, £ N Xy contains no nonempty open subset of Xj.

Let A be a Noetherian ring, f : A — B be a finitely-generated A-algebra, f* : Spec(B) — Spec(A4) be the
induced map on spectra, and E be a constructible set (that is, belongs to the collection § from the previous
problems). Since functions preserve unions, from problem 20, it suffices to show that the image of every set of
the form U N C is constructible where U is open and C' is closed in Spec(B). Writing C' = V(b) = Spec(B/b),
the image of E is the image of an open set of Spec(B/b) under the induced map on spectra of the composition
A — B+ B/b. That is, we may reduce to the case that E is open in Spec(B) (the composition still gives
a finitely-generated A-algebra as well). Since A is Noetherian, B is Noetherian and Spec(B) is Noetherian so
that E is quasi-compact (from chapter 6). From chapter 1, an open, quasi-open subset of a spectrum of a ring
is necessarily a finite union of sets Y; = Spec(B,). Using that functions preserve unions again, it suffices to
show that the image of each Spec(By) is constructible. Considering the composition A — B +— By and using
that By is then a finitely-generated A-algebra, it suffices now to assume that E = Spec(B).

Using problem 21, it suffices now to take an irreducible subset Xy C Spec(A) such that f*(Spec(B)) N X is
dense and show that f*(Spec(B)) N X, contains some nonempty open set. From chapter 1, every irreducible
subspace of Spec(A) has the form Xy = V(p) for some prime p € Spec(A4). We wish to show

F*(Spec(B)) N Xo = f((f*) " (Xo))
is constructible in Spec(A) where Xy = V(p) = Spec(A/p) and
(f*)~'(Xo) = V(p°) = Spec(B/pB) = Spec(A/p ®4 B).

That is, we want to show that the image of the induced map on spectra of the map A — A/p ®4 B is
constructible. Clearly, p is contained in the kernel of this map so that it factors into the map f : A/p —
B/p¢ = A/p ®4 B (that is, the image of the map on spectra is contained in V(p), so we may consider this
new map instead). That is, we may assume A is an integral domain and f : A — B is injective (since
A/p ®a B ~ B/p®) (this map is still such that B/p® is a finitely-generated A/p-module).

IfYy,...,Y, are the irreducible components of Spec(B) (only finitely many since Y is Noetherian) then it suffices
to show that f*(Y;) contains an open subset of Spec(A). That is, we may consider the map g : A+— B +— B/q;
where Y; = V/(q;) (this still defines a finitely-generated A-algebra). Then since A — B is injective and B/q; is
an integral domain, the image of A in B/q; is an integral domain. Since the map g : A — g(A) is surjective,
the map of spectra is a homeomorphism onto V(ker g) and so we may finally consider only the inclusion map
i: f(A) — B/q;. That is, we have reduced to the case that A, B are integral domains and f is injective.

Let A, B be integral domains and f : A — B be injective (we need only show that f*(Spec(B)) contains
some nonempty open subset of Spec(A)). From chapter 5 problem 21, there exists s € A, s # 0, such that
any map of A into an algebraically closed field and the image of s is nonzero, then the map extends to a
map of B into the same field. Consider the set X, (where X = Spec(A)). For p € X, consider the map
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g: A= Alp — frac(A/p) — Q where Q is an algebraic closure of frac(A/p). Since s € p, g(s) # 0 and so
there is an extension g : B — . Then kerg € Spec(B) and f*(kerg) = kergN A = kerg = p. That is,
X C f*(Spec(B)). Therefore, f*(Spec(B)) contains some open subset of Spec(A) and so the result follows.

Let A be a Noetherian ring, f : A+~ B be such that B is a finitely-generated A-algebra, and f* : Spec(B) —
Spec(A) be the induced map on spectra. We’ve shown previously that if f is injective f* open implies that
f has the going-down property (Note, I'm assuming that f is injective because I'm not convinced that the
problem is correct without this assumption. See counterexamples to the results of chapter 5 problem 10 from
above). Conversely, assume that f : A — B has the going-down property and U C Spec(B) is open. Since
Spec(B) is Noetherian, U is quasi-compact and so a finite union of sets of the form Y, (where Y = Spec(B).
Using that functions preserve unions, we need show only that f*(Y;) = f*(Spec(By)) is open in Spec(A). That
is, we need only show the map f : A — B, is such that the image of the induced map on spectra is open
(this still gives By as a finitely-generated A-algebra and still has the going-up property from the prime ideal
correspondence with localizations). From this, we may assume F =Y = Spec(B). By the usual reduction,
since the map f : A — f(A) is surjective From problem 22, it suffices now to show that for any irreducible
subset X = V(p) of Spec(A), if f*(Spec(B)) N Xy # 0, then it contains a non-empty open subset of Xj.

The going-down property as given (in chapter 5, problem 10) is not sufficient. Using the modified going-down
property (see chapter 5, problem 10) is enough. Indeed, if f : A — B has the going-down property, then for
every prime ideal p’ € f*(Spec(B)), if p C p’, then p € f*(Spec(B)). That is, if Xo = V(p) is an irreducible
subset of Spec(A) such that f*(Spec(B))N Xy # 0, then there exists p’ € f*(Spec(B)) N Xy (so p C p’) implies
p € f*(Spec(B)) and p € V(p) = Xo. Therefore, p € f*(Spec(B)) N Xy and so

Xo=V(p) = {p} € f*(Spec(B)) N Xo.

That is, f*(Spec(B)) N X is dense in Xy. Since f*(Spec(B)) is constructible, it is dense in an irreducible
subspace Z if and only if f*(Spec(B)) N Z contains a nonempty open subset of Z. That is, f*(Spec(B)) N Xj
necessarily contains a nonempty open subset of Xy. From problem 22, this implies that f*(Spec(B)) is open
in Spec(A). The result follows.

Let A be a Noetherian ring and f : A +— B be a finitely-generated A-algebra. From chapter 5, problem 10, f
has the going-down property and from the previous problem, this implies f* : Spec(B) — Spec(A) is an open
map.

Let A be a Noetherian ring and F(A) be the set of isomorphism classes of finitely-generated A-modules and C
be the free abelian group generated by F(A). Let D be the subgroup of C generated by elements of the form
(M) — (M) + (M") where there is some short exact sequence

0—-M —-M-—M'—D0.

The let K(A) = C/D be the Grothendieck group of A. For a finitely-generated A-module M, let (M) = y4 (M)
be the image of (M) under the projection C — C/D = K(A).

Let A be an additive function on the class of finitely-generated A-modules with values in some abelian group G.
It is clear that )\ takes the same values on isomorphic A-modules by writing an exact sequence and so defines
a function A : F(A) — G. Then A can be extended linearly to a function A : C' — G. Since A is additive,
it is clear that D C ker A (D is defined above). Therefore, there is an induced map Ao : K(A) = C/D — G.
Clearly, this map satisfies A(M) = Ao(y(M)) for all finitely-generated A-modules M. If § : K(A) — G is any
other map such that A(M) = 0(y(M)), it is easy to see that Ao and 6 agree on individual elements of K(A)
and so to all of K(A) since they are group homomorphisms.

From problem 18, for any A-module M, there exists a chain of submodules
0=MyCM;C...CM, 1CM,=M
where each quotient M;/M;_; ~ A/p; for some prime p. Then for 1 < i < n, we have exact sequences
0— M,y — M; — A/p; — 0,
so that

Y(M;) = y(Mi—1) +~v(A/ps).
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It is clear from this that

n n

V(M) =y(My) =v(Mo) + Y _v(A/pi) =Y v(A/pi).

i=1 i=1
Therefore, K(A) is generated by the set of elements of the form v(A/p) where p € Spec(A).

If A is a PID, then for any nonzero prime ideal p = (p), there is an exact sequence
0A—=A—>A/lp—0

where the first map is multiplication by p (which is injective since A is an integral domain). Therefore,
v(A/p) = 0. Since K(A) is generated by sets of this form, K(A) is then necessarily generated solely by
~v(A/(0)) = v(A). That is, there is a surjective group homomorphism Z +— K(A) defined by 1 — ~v(A).

A finitely-generated module over a PID has a well-defined rank which is an isomorphism invariant. This
rank is an additive function with values in Z and so there is a group homomorphism K(A) + Z such that
rank(v(A)) = 1. From this, it is clear that the maps described are isomorphisms and so K(A4) ~ Z.

Let f: A — B be a finite ring homomorphism (B is a finitely-generated A-module). For a finitely-generated
B-module M, Let M4 denote the A-module given by restriction of scalars to M (which is finitely-generated
since B is a finitely-generated A-module). It is simple to check that for B-modules M ~ N, then M4 ~ N4 so
that restriction of scalars defines a map fi : F(B) — F(A). Extending linearly, we get a group homomorphism
fi: C(B) = C(A). Composing with the projection, we get fi : C(B) — C(A)/D(A) = K(A). Finally, it is
clear that D(B) C ker f since short exact sequences of B-modules are short exact sequences of A-modules after
restrictions of scalars. Therefore, there is an induced map fi : K(B) = C(B)/D(B) — C(A)/D(A) = K(A).
By definition of fi, we have fi(ys(N)) = va(N4) for any finitely-generated B-module N.

If g : B+ C'is another finite ring homomorphism, then for all finitely-generated C-modules O, we have

(fiog)(vc(0)) = fi(v(OB)) =v4(0a) = (g0 fi(7c(0)).

Since sets of these form span K (C) by linearity, we have that (go f)1 = fio g

Let A be a Noetherian ring, F7(A) be the set of isomorphism classes of finitely-generated flat A-modules and
repeat the construction from above to get a group Ki(A) = C1(A4)/D1(A) where 71 (M) is the image of the
finitely-generated flat A-module M in K;(A).

Clearly, the tensor product of two finitely-generated flat A-modules M, N is finitely-generated and flat as well.
Define

Y1 (M) -71(N) =7(M®a N),

Clearly, this product is well-defined since if M ~ M’ and N ~ N’ then M@ N ~ M'® 4 N’. Since the modules
are flat, they preserve exact sequences and so products with zero are zero (that is, it remains well-defined if we
extend using the distributive law). This product is clearly commutative and ;1 (A) is an identity element since
M ®4 A~ M for all A-modules M. Therefore, K;(A) has a ring structure.

Let 11(M) € K1(A) and v(N) € K(A). Define
71(M) -y (N) =~(M @4 N).

As above, this is well-defined. Since M is flat, this takes zero sums to zero sums and so we may extend via the
distributive law. It is then clear that v;(A) acts as the identity map. Finally, products in K;(A) are preserved
by definition. Therefore, this defines a K7(A)-module structure on K(A).

If (A, m) is a Noetherian local ring, then from problem 15, every flat A-module is free. It is clear that the same
universal property holds so that using the additive rank function, there is a map p : K1(A) — Z defined exactly
as the rank function extended linearly. This map is clearly surjective since p(A) = 1 and injective because any
two free modules of the same rank are isomorphic. Therefore, 1 is an isomorphism.
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27d. Let f : A+— B be aring homomorphism with B Noetherian. For an A-module M, let Mg = B® 4 M denote the
extension of scalars of M to B. This is clearly defined on isomorphism classes and so defines a map f* : Fy(A) —
Fy(B). Extending linearly gives f': Cy(A) — C1(B). Projective gives f': C1(A) — C1(B)/D1(B) = K,(B).
Finally, D;(A) C ker f' so there is a group homomorphism f' : K;(A) = C1(A)/D;(A) — C1(B)/Dy(B) =
K1(B). It is easy to see that this map satisfies f'(71(M)) = v1(Mp) and so is also a ring homomorphism (just
write it out). Again from the equation f'(y1(M)) = v1(Mp), it is easy to see that (f o g)' = f' o g' (similar to
the restriction of scalars case).

27e. Let f : A+~ B be a finite ring homomorphism. To show that fi(f'(z)y) = xfi(y), by linearity and distribution,
it suffices to consider the case that x = v, (M) € Ky(A) and y = v5(N) € K(B). We see

AP (M))ys(N) = i(n(Mp)ys(N)) = fitvs((B©a M) ©p N)) = fi(yp(M @4 N)) = va(M @4 N).

Similarly, we have

Y1 (M) fi(ys(N)) =1 (M)ya(N) = va(M @4 N).

Therefore, the two are equal on elements of this form and so are equal on all elements of K1(A) and K(B).
That is, considering K (B) as a K1(A)-module via restriction of scalars (from the map f' : K;(A) — K, (B)),
the map fy is a K;(A)-module homomorphism.

Chapter 8

1. Let A be a Noetherian ring and 0 = q; N... N q, with p; = 7(g;) be a minimal primary decomposition of the
zero ideal. Since A is Noetherian, for each ¢ there exists r; such that p;* C q;. Then for all s € A\ p;, if
sx € p;’ Cq;, then s ¢ p; implies = € ¢;. That is,

P =S, 0 = | 07 rs) Can.
seEA\p;

From this,

0=0np = (@np™)n [ Na; | =p 0 (o
J#i JFi
is another (minimal) primary decomposition. By invariance of the isolated components, we have that q; = pz(-”).
If q; is an embedded component, then A, is not Artinian (since the dimension is greater than or equal to 1).
Therefore, the powers of the maximal ideal m; = p¢ are all distinct and so are the pgr) (there is a correspondence

of ideals of a localization with the contracted ideals of the original ring). Intersecting the primary decomposition
as above, we get infinitely-many distinct primary decompositions of 0 that differ in the p;-th component.

2. (i) = (i) = (i4i) This is fairly obvious. The first implication takes a second using that Spec(A) is finite
and that every singleton is closed (then take unions to get singletons are open).

(i4i) = (i) If Spec(A) is discrete, it is Hausdorff in particular so that every prime ideal is maximal (chapter
3, problem 11). Therefore, A is Noetherian and has dimension 0. That is, A is Artinian.

3. (i) = (it) Writing A = [}, A;, where the A; are local Artinian rings and finitely-generated over k, it
suffices to show that each A; is finite as a k-module. That is, we may reduce to the case that (4,m) is a
local Artinian ring. By Zariski’s lemma, since A is a finitely-generated k-algebra, A/m is a finitely-generated
k-algebra that is also a field. Therefore, A/m is a finite algebraic extension of k. That is, A/m is finite as a
k-module. Since A is Artinian, it is also Noetherian and has a finite composition series

0=MyC...CM,=A,

where we may choose each quotient to be isomorphic to A/m (since this is the only prime ideal of A. Then
we have dim M; = dim M;_; + dim(A/m), which implies dim A = ndim(A/m) < co. That is, A is finite as a
k-module.

(15) = (i) If A is a finite k-algebra, then from chapter 6, we know that A satisfies the descending chain
condition and so is an Artinian k-module. Notice that the ideals of A are k-submodules and so satisfy the
descending chain property as well. That is, A is Artinian.
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4. (i) = (4i7) Let f : A — B be a finitely-generated A-algebra. If f is finite (that is, B is a finite A-module)
then for every prime p of A, k(p) ®4 B is a finite k(p)-algebra generated by the generators of B tensored with
1.

(#i1) = (ii) From the previous problem, if k(p) ® 4 B is a finite k(p)-algebra, then k(p) ® 4 B is Artinian.
From the problem before that, this implies that

(f*)~"(p) = Spec(k(p) @4 B)
is discrete.

(16) = (it3) If the fibers are discrete, since k(p) ® 4 B is Noetherian (finite dimensional since f : A — B is
finite), this implies k(p) ® 4 B is Artinian for every prime ideal p of A. Since k(p) ®4 B is clearly a finitely-
generated k(p)-algebra, the previous problem implies that k(p) ® 4 B is a finite k(p)-algebra.

(#i1) = (iv) Notice simply that for any p € Spec(A),
(f*)~*(p) = Spec(k(p) @4 B)

where it is assumed that k(p) ® 4 B is a finite k(p)-algebra. From the previous problem, it is Artinian and so
from the problem before that, it is discrete and finite.

5. Let k be an algebraically closed field, X an affine variety with coordinate ring A # 0, and ¢ : X — L
be the surjective linear map onto some subspace of k™. Moving to coordinate rings, the induced map ¢ :
Ely1,...,ym] — A is finite by construction (The construction of this map was the Noether normalization
lemma). Since A is a finitely-generated k-algebra by the Hilbert basis theorem, the previous theorem applies
and we get a map ¢ : Spec(A) — Spec(kly1,...,Ym]). Since k is algebraically closed, we may identify L C
Spec(kly1, - . .,yk]) by the Nullstellensatz (L corresponds to the maximal ideals of Spec(k[yi,...,yn])) and
similarly we may identify X C Spec(A). Then the map ¢*|4 is exactly the map ¢ (plug everything in to see.
This is essentially how ¢ was defined), but the map ¢*|4 has finite fibers (from the previous problem) so that
the map ¢ has finite fibers.

From one of the previous problems, we have that the number of fibers is bounded by the cardinality of
Spec(k[y1, .. Yr](P) @kfyy,....ya] 4), but the cardinality of this set is bounded by the dimension of this vec-
tor space (the ring itself), which is less than or equal to the dimension of A as a k[yi,. .., yn]-vector space.

6. Let A be a Noetherian ring and q a p-primary ideal in A. Clearly, since A is Noetherian, all chains of primary
ideals from q to p are of finite length. By Zorn’s lemma, maximal chains exist (an increasing chain of such chains
corresponds to an increasing chain of ideals which is stationary since A is Noetherian. Hence, the sequence of
chains is stationary and has an upper bound). Assume

0=qoC...Cqn=p, 0=r9C...Ctp,=p

are two maximal chains. Clearly, qoNty is a p-primary ideal (and so is nonzero). By maximality of these chains,
we then necessarily have that qo = qo Nvp = tg. From here, it is easy to see that because of the containment,
if we quotient by qo = tg, we get chains of p-primary ideals in the quotient of length one less. Continuing this
process, we get that the lengths of the chains are the same. Therefore, all chains are bounded by the length of
any maximal chain.

Chapter 9

1. Let A be a Dedekind domain and S a multiplicative subset. Since localizations preserve products and there is
a correspondence between the primary ideals of S~!'A with the contracted ideals in A and similarly with prime
ideals, all primary ideals in S~'A can be written as a power of a prime ideal. If S~'A has any nonzero prime
ideals, they are maximal by the correspondence and so S~!'A has dimension one and is Noetherian since A is
Noetherian. That is, S~'A is a Dedekind domain. If S~!A has no nonzero prime ideals, then it is a field, from
which it is clear that S™1A = frac(A).

Let S # A\ {0} be a multiplicative subset so that S~1A # frac(A) and S~'A is a Dedekind domain from
above. Then the groups of ideals 4 and Ig-1,4 are both defined. Since A is Noetherian, every fractional ideal
in T4 has the form z~'a for an integral ideal of A. We may then define a map ¢ : I4 — Ig-14 by

p(z~ta) =271 (S a).
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It is easy to check that this map is well-defined. Clearly, (z~1a)(y~1b) = (zy)~lab so that
Sz~ a)(y~"6)) = (ay) (S (ab)) = (wy) T (S™aS™b) = (a7 'S a)(y ' STb) = p(a7 ST a)g(y T ST ).

That is, ¢ is a group homomorphism. Projecting with the composition Ig-14 — Ig-14/Ps-14 = Hg-14, we
see that S~!(u) = (u/1) so that P4 C ker ¢ and so there is an induced map

¢:HA=IA/PAI—)IsflA/PsflAZHsf1A.

This map has image equal to the image of the composition I4 — Ig-14 — Hg-14. Since the latter map is
surjective, it suffices to show the first map is surjective. However, this is clear since S~ A is Noetherian and
so every element of Ig-14 has the form (a/1)~(S~ta) for some a € A and a an ideal of A (really, of the form
(a/s)~1b where a/s € S71A and b an ideal of S1A, but every ideal of S™!A is an extended ideal of A and it
is clear that we can remove the s from the denominator since s/1 € S7!'A is a unit). Therefore, the induced
map ¢ : Hy — Hg-14 is surjective.

. Let A be a Dedekind domain. For f, g € A[z], Let ¢(f), c(g),c(fg) be the content of f, g, and fg respectively.
Clearly, ¢(fg) C ¢(f)c(g). To show that we have equality, consider the inclusion map ¢ : ¢(fg) < ¢(f)c(g) as
an A-module homomorphism. We wish to show that this map is surjective. To do so, it suffices to show that
op 1 c(fg)p = c(f)pc(g)y is surjective for each maximal ideal p, where A, is then a discrete valuation ring (that
is, we just need ¢(fg)p = c(f)pc(g)p for each prime ideal p of A). Note that c(f), = ¢(f) where f is the image
of fin Ap. From this, it suffices to prove the result in full generality in the case that A is a discrete valuation
ring.

Assume A is a discrete valuation ring, f,g € Alz], and ¢(f),c(g), c(fg) are the content of f, g and fg respec-
tively. Then there exists a € A such that we have ¢(f) = (a") and ¢(g) = (a®) for some 7, s > 0. From here, we
may write

(f(z)/a")(g(x)/a®) = (fg)(x)/a" 5.

We clearly have ¢(f(x)/a") = c¢(g(x)/a®) = (1) (since otherwise, ¢(f) # (a”) and ¢(g) # (a®)). Therefore, from
chapter 1, we have that c((fg)(z)/a"**) = (1). That is,

c(fg) = (") = (a")(a®) = c(f)e(g)-
The result then follows from the reduction mentioned above.

. Let A be a valuation ring that is not a field (that is, it has some nonzero prime ideal). Clearly, if A is a discrete
valuation ring, then A is Noetherian.

If A is a Noetherian valuation ring, then for any ideal a, we may write a = (z1,...,2,). From chapter 5,
problem 28, we have that the (z;) are linearly ordered and so there is a minimal element which implies a = (a)
where a = a; for some . That is, A is a PID. Since a PID is a UFD and we are assuming A is not a field, there
is some nonzero maximal ideal m = (p), where p is then necessarily prime and irreducible. As in the case of Z
and k[z] from the text, for any element a € K = frac(A), we may write uniquely write a = p*(*)y where the
numerator and denominator of y are prime to p. Then the assignment a — v(a) is a discrete valuation. It is
clear that the ring of integers in this case is the localization of A at the prime ideal m. However, since A is a
local ring (it is a valuation ring), we have A = Ay, so that A is the ring of integers of v. That is, A is a discrete
valuation ring.

. Let A be a local domain which is not a field and whose maximal ideal m = (m) is principal and (2, m* = 0.
Similar to above, with K = frac(A), we may define v : K — Z as follows. For every a € A, a # 0, there is a
maximal k > 0 such that a € m* (since if it is infinitely many, this implies that a = 0). Then let v : A + Z be
the assignment of a to this maximal k > 0. For a,b € A, it follows from the fact that A is an integral domain
and that m = (m) is principal that v(ab) = v(a) + v(b) (ab € m¥(@+v(®) if gb = cm?(@FTvE)F1 " cancel powers
of m to get a contradiction). Clearly, we have the inequality

v(a + b) > min{v(a),v(b)}

from simple containment of powers of m. Similar to a previous problem on valuation rings, this implies that
there is an extension to a valuation v : K* — Z by v(a/b) = v(a) — v(b). It is apparent from the definition and
cancellation in K* that the ring of integers of v is exactly A, = A. Therefore, A is a discrete valuation ring.
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*7.

Let M be a finitely-generated A-module where A is a Dedekind domain. If M is flat, then M, is flat for every
maximal ideal m. If A, < K is the injective map of Ay into K = frac(Ay), then T (M) = ker ¢ where
¢: My =An @4, M — K ®4,, My. However, since My, is flat, this map is injective and T'(M,) = 0. Since
torsion-free is a local property, this implies that M is torsion-free.

Conversely, assume that M is torsion-free. Then T'(M,) = 0 for every maximal ideal m of A. Since A is a
Dedekind domain, Ay, is a discrete valuation ring and so is a PID. Therefore, My, can be decomposed into a
direct sum of a free Ay-module and its torsion module, which is zero. Therefore, M, is free for every m which
from chapter 5, problem 16 implies that M is flat.

Let M be a finitely-generated torsion A-module (that is, T'(M) = M) where A is a Dedekind domain. Then
for every prime ideal p, M, is a torsion Ap-module (easy to check) and A, is a discrete valuation ring and
so is a PID. Since M, is a finitely-generated Ap-module, M, can be decomposed into a free A,-module of
finite rank and a finite number of cyclic torsion modules of the form A, /p;* for some prime ideal p; of A,.
Since A, is a local ring of dimension 1 (it is a discrete valuation ring), there is only one prime ideal and so
M, ~ A, /p" ~ (A/p"), = A/p™ (where the last equality is because p is the unique maximal ideal so everything
outside of p is already a unit).

For nonzero prime ideal p; of A, let M,, = A/p;" and define ¢ : M — @;M,,. To see that this map is bijective,
it suffices to show each localization is bijective. However, since each localization is the identity map (this takes

a moment to verify) it follows that ¢ is bijective.

Let a, b, ¢ be ideals of a Dedekind ring A. We clearly see (anb)+(anc) C an(b+¢) and a+(bNc) C (a+b)N(a+c).
From here, we may consider the inclusion maps between these ideals. To show that these inclusions are
equalities, we may localize the inclusion maps and show that they are always surjective. That is, is now
suffices to show the other inclusion holds for every localization of A (since localizations commute with finite
intersections and sums). Since all localizations of A are discrete valuation rings, it suffices to show the opposite
inclusions in this case alone.

Let A be a discrete valuation ring and x € A such that a = (2), b = (2%), and ¢ = (2'). It is clear that
(™) N (2™) = (z™>{vmhy and (27) + (2™) = (z™"{™H) The result then follows from these relations and
the equalities

max{r, min{s, t}} = min{max{r, s}, max{r,¢}}, min{r, max{s,t}} = max{min{r, s}, min{r,t}}
by simply plugging everything into the above equations (the inequalities are easily proved case-wise).

Let aq,...,qa, be ideals and z,...,x, be elements in a Dedekind domain A. The reduction from the text is
obvious with a minute of thought. That is, the statment, ”there exists z € A such that x = x; mod a; for all ¢
if and only if z; = x; mod (a; + a;)” is equivalent to the exactness of the sequence

AL DA/ S DA/ +ay),
i=1 i<j
where
dlx)=(r+ar,...,x+ay), V(@1 +ay,....,2p+0,) = (T, — 2 + 0 + a;)ic;.

Since it is clear that Im ¢ C ker ), it suffices as usual to show they are equal in all localizations (that is, show
the localizations of the inclusion map are bijective). All localizations of A are discrete valuation rings and the
localization of the direct sums are the direct sums of the localizations. Therefore, it suffices to prove the result
in the case that A is a discrete valuation ring.

Assume A is a discrete valuation ring, ai,...,a, are ideals, x1,...,x, € A, and ¢, 1) be as above. Since A is
a valuation ring, the set of ideals of A is linearly ordered and so we may assume that a; C ... C a,. The map
Y@ Aja; — BicjA/a; (since a;, + a; = a; for ¢ < j now) is then given by

1/)(1‘1 +ay, ..., Ty + Cln) = (3;‘z —x; + ai)i<j-
If (z1 +a1,...,2, + a,) € kerp, then for all i, z; — x,, € a;. That is, z; + a; = x,, + a;. From this, we have

(]S(J,‘n) = ($n+ala---a$n+an) = (-771+a1a-~-7xn+an)~
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That is, ker+ C Im ¢ as desired. From this, the localizations of the inclusion map 4 : Im ¢ — ker v is surjective
for all prime ideals of A and so bijective (since it is already injective). Therefore, the original sequence is exact,
which is equivalent to the result.

Chapter 10

n—1

1. For n > 1 and a prime number p, define the group homomorphism «,, : Z/pZ — Z/p"7Z by a,(1) = p
Then let A be the direct sum of countable copies of Z/pZ and B = ®Z/p"Z so that the maps «,, determine a
map «: A+— B.

It is clear that the filtration of subgroups corresponding to (p),
AD(p)AD(p)?A>D...
is exactly zero after the first group. That is, the p-adic completion of A is the inverse limit of the sequence
A—A+— A+ ...

Since these maps are all the identity, it follows that the p-adic completion of A is exactly A.

From the map « : A — B, the p-adic topology on B induces a pullback topology on A determined exactly by
taking the preimage under a of open subsets in B. Notice that there is a neighborhood base of 0 in B given
by sets of the form

(»)*B =P r"Z/p"7).
n>k
Therefore, the sets
a N ((p)*B) =P z/pZ
n>k

form a neighborhood base of 0 in A in the pullback topology. This gives the filtration

A=A > PZ/pZ=4>PL/pZ=4,5> ...,

n>1 n>2

of which the completion of A in the pullback topology is given by the inverse limit of quotients Ag/Ag. It is
clear that A/Aj is isomorphic to k copies of Z/pZ and that the connecting maps 0,41 : A/A,+1 — AJA,, are
given by mapping the first n coordinates identically. From this, it is clear that the inverse limit is [[ Z/pZ
since there is an obvious isomorphism of sequences of the form

(a1,0,...), (a1,a9,0,...),(a1,a2,as,...),...
with sequences (a1, as,as,...). That is, there is a clear isomorphism from lim, A/Ay to [[Z/pZ. Therefore,

the completion of A in the pullback topology is exactly the countable direct product [[Z/pZ.

From the notation of proposition 10.2, it is clear that the p-adic functor is right exact if the map d* is surjective
for every exact sequence (where the inverse systems are determined by the p-adic topology). In our case, since
the connecting maps are identity maps, d* is the zero map and therefore is not surjective. From this, the p-adic
functor is not right exact.

2. Let A and Ay be as in the previous problem. Then there is an exact sequence of inverse systems
0—{A,} = {A} > {A/A,} = 0.

If takes a second of thought to realize that lim._ A,, = 0. Using the previous problem, the latter inverse limits
are A and [] Z/pZ respectively. Therefore, we have an exact sequence

0—>0—>A—>HZ/pZ.
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Since the latter map is obviously not surjective, we have that adjoining the zero map on the end will break
exactness so the inverse limit functor is not right exact in this case.

Since the connecting maps in the middle inverse system from above are all the identity map, the map d? (with
notation from prop 10.2) is the zero map. Therefore, there is a short exact sequence

0—Pz/pz — HZ/pZ—niinlAn — 0.

From this, we have
lim' A, = (H Z/pZ) / (@ Z/pZ) .

. Let A be a Noetherian ring, a an ideal of A, and M a finitely-generated A-module. From the Krull intersection
theorem,

m € ﬂu"M < Ja€a (1-—a)m=0.
n>1

Notice that for any maximal ideal m containing a, 1 — a ¢ m, since otherwise, 1 € m. Therefore, m € ker(M —
My,) for all maximal ideals m that contain a (m/1 = 0 since (1 —a)m = 0 where 1 —a € A\ m). That is,

(a"M C () ker(M — My).

n>1 m2a

Conversely, if

m € ﬂ ker(M — My),

mDa

then the submodule N generated by m is such that Ny, = 0 for all maximal ideals m that contain a. From
this, it follows that N = aN and we may write m = am for some a € a so that (1 —a)m = 0. From Krull’s
intersection theorem, this then implies that m € Na"™ M. Therefore, the other inclusion holds and we have

() a"M = () ker(M — My).

n>1 mDa

Notice now that if ker(M +— My,) = M for some maximal ideal m, then M, = 0 since we may write an arbitrary
element as the product of 1/s for s € A\ m and m/1 in the image. Therefore, if ker(M — My) = M for every
maximal ideal m that contains a, then My = 0 for every maximal ideal that contains a. That is, M = aM.
In this scenario, it is clear by considering the filtration a™M that M = 0. Since Supp(M) NV (a) = () implies
My, = 0 for every maximal ideal that contains a, we have

—~

Supp(M)NV(a) =0 = M =0.
Conversely, if M= 0, then from the equality

ker(M = M) = (| a"M = [ ker(M — My),

n>1 mDa

we have that ker(M — My,) = M for all maximal ideals m that contain a. As above, it is easy to see that this
implies My, = 0 for every maximal ideal containing a. For any prime ideal p and maximal ideal m containing p,
we have A\ m C A\ p. Since ker(M — M,,) = M, it is clear that the composition ker(M — My — M,) = M
so that M, = 0. Therefore, Supp(M) NV (a) = (). Therefore for a Noetherian ring A and a finitely-generated
A module, we have

M =0 < Supp(M)NV(a)=0.
. Let A be a Noetherian ring, a an ideal of A, and = € A not be a zero divisor. Then the A-module homomorphism

¢ A A defined by ¢(a) = ax is injective. Since the a-adic completion functor is exact for finitely-generated
modules over a Noetherian ring, it preserves injective functions so ¢, : A — A is injective. It is easy to check
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at this point that the map (Ew is multiplication by Z in A. That is, az = ¢z : A+ A. From this, it is clear that
7 is not a zero-divisor in A since ker Oz =

Let A = klx,y]/(y?> — 2® — 23). It takes a moment to see that the ideal (y? — 22 — %) is prime so that A is an
integral domain. After this, v/1 + z € A by the binomial theorem so that

(y—aovVid+a)(y+avl+a)=y?*—2*—2*=0,

so A is not an integral domain.

. Let A be Noetherian and a, b be ideals of A. For an A-module M, let M*® and M" be the a-adic and b-adic
completions respectively. Let M be a finitely-generated A-module and consider the exact sequence

0—-b6"M—M— M/6™M — 0.

Since A is Noetherian and each of these modules is finitely-generated, the a-adic functor is exact and we have
the exact sequence

0— (b™M)* - M* — (M/6™M)* — 0.
We then see
(M/o™mM)® = A" @4 M/b™M = (A® @4 M)/(A" @4 6™ M) = M*/6™M*°.
Then

(M®)® =Tim M® /6™ M*® = lim(M/b™)®.

P
Using that a(M/N) = (aM + N)/N, this gives

(M®)°® = limlim M/(a" M + b™ M) = lim M/((a" 4 b") M) = M°*°.
At this point, the inclusions (a + b)?® C a™ + b™ C (a + b)" imply that the topologies on M induced by the
filtrations (a™ + b™)M and (a+ b)" M are the same and so the completions are the same.

(The verification that the quotient from a few lines above is equal to the other quotient is simple written out.
The combination of inverse limits is a simple result in noticing that all elements with lattice points in the first
quadrant are determined by their values on the diagonal.)

. Let A be aring, a be an ideal, and give A the a-adic topology. If a C J, then for every maximal ideal m, a C m.
For s € A\m, s+a C A\ m (where s+ a is the translate of a and so is open). This is because if s + a € m for
a € a, this would imply that s € m since a C m. Therefore, every point of A\ m has a neighborhood contained
in A\ m and so this set is open which implies m is closed. That is, all maximal ideals are closed in the a-adic
topology.

Conversely, if a maximal ideal m is closed, then A\ m is open and so for s € A\ m, there exists a™ such that
s+ a® C A\ m. Then we may write s + a = 1 for some a € a™. This implies that s € A\ a since if s € a, we
should have 1 € a. The contrapositive of this is that s € a implies s € m. Therefore, a C m. If every maximal
ideal is closed, then a C m for every maximal ideal m so that a C J.

. Let A be a Noetherian ring, a be an ideal, and A be the a-adic completion of A. From chapter 3, since
A is flat, A is faithfully flat if and only if for every A-module M, the map M — A® A M is injective. It
will be shown that this is equivalent to the condition that for every finitely-generated A-module M, the map
MA@y M(=M ) is injective. The implication == 1is obvious. For the other, let M be an A-module and
con31der ¢: M A QA M. If u=m € ker¢, let N be a ﬁmtely generated submodule of M containing m such
that T®@m = 0 in A ® N. Then ¢ restricts to a map N +— A ® N where N is finitely-generated. Therefore this
restriction is injective which implies that m = 0 so that ¢ is injective. Therefore, to show that A s falthfully
flat, it suffices to show that for every finitely-generated A-module M, the map M +— M is injective.
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Notice that if A in the a-adic topology is a Zariski ring, then a C Ja so that 1 + a consists of units. By the
Krull intersection theorem, this then implies that the map M +— M is injective for every finitely-generated
A-module M. That is, A is faithfully flat.

Assume A is faithfully flat. Since A/m is finitely-generated (since A is Noetherian, so is A/m), the map

A/m — A/m is injective. That is, no elements are annihilated by any element of 1 4+ a. Therefore, for any
l1+a€l+a,

l14+a)(l+m)=(14+a+m)(14+m)l+a+m##0+m.

From this, it follows that a® C J4/m = 0 (since A/m is a field). However, this implies that a C m. Since m was
arbitrary, this implies that a C J4 so A is a Zariski ring.

. Let A be the local ring of the origin in C" (rational runctions defined at the origin), B the ring of power
series in z1, ..., z, that converge in some neighborhood of the origin, and C the ring of formal power series in
Z1,...,2n S0 that A C B C C. Let

b= (21,...,2n)

be an ideal of B (of elements whose limit function vanishes at 0). For an element of B \ b, the limit function
is analytic and nonzero at the origin. Therefore, the reciprocal of the limit function is also analytic in some
neighborhood of the origin and so has a convergent power series in this neighborhood. That is, any element of
B\ b is invertible, which implies that b is the unique maximal ideal of B so that B is a local ring. Considering
powers of b and the consecutive quotients B/b™, it is clear that the completion of B is the ring of formal power
series in zi,..., 2, (much in the same way that the completion of the polynomial ring at the ideal (z) is the
ring of formal power series). From chapter 3, problem 17, to show that B is A-flat, it suffices now to show that
C is A-flat (since we are assume B is Noetherian, C' is faithfully B-flat from the last problem).

Let (21,...,2,) be a maximal ideal of C[zy,...,2,]. It is easy to see that Clz1,..., 202,02, = (1 +
(21,--,2n)) 1 C[21,..., 2,]. Therefore, we may consider A to be the set of rational functions, f/g, where
g(0) = 1. It will be shown that C is the completion of A with respect to the a-adic topology where
a=(z1,...,2,) and so is a flat A-module. Consider a coherent sequence
<ﬁ+a,ﬁ+a2,f3+a3,...).
91 g2 93

Notice that s/t € a™ if and only if s € a™ since ¢ is a unit. Then

fl - Jin fn(l - gn) n

= —€ca.
dn 1 9n

Therefore, we may replace the coherent sequence above by the sequence
(fl + Cl,fg + CL2, .. )

From this point, it is clear that A C C (since the f; are polynomials in z1,...,z2,). Conversely, it is clear that

every element of C' can appear as such an element. Therefore, A = C so C' is a flat A-module. It then follows
that B is a flat A-module.

. Let A be a ring with prime ideal m that is m-adic complete and let f € A[x] be a monic polynomial of degree
n such that there exists coprime monic polynomials g, h € (A/m)[z] of degrees r and n — r such that f = gh.

It will be shown that we can inductively find g, hy. € A[z] such that grphy — f € m¥[z] = mFA[z] and so that
the sequence gy +m” is coherent. Let g1, h; € A[z] be any lifts of g and h respectively. Assuming gy, hj, € A[z]
are defined, we know that g, = g and h = h and so they are relatively prime. From the note at then end, for
1 < p < n, there exists ap, b, € A[z] of degrees a, <n —r and b, < r such that

@y (2)gr(x) + by (2)hi () = 2P.

Since all of the above terms above are of degree < n, there exists r,(x) € m[z] of degree < n such that

2 = ay(2)gi () + by(@)hi(x) + 1 (@),
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10a.

10b.

10c.

11.

We may write
f@) = gu(@)hi(z) =Y ma' = gi(x Zmiaz ) + hue(z Zmz i(@) + > miri(x)
with m; € m*. Let

grv1(w) = gr(z) + Zmz i(x), hgg1(x) = hi(x) + Zmzaz

From the above, we see

= gra1hrar = Zmiri(x) — Zmimjai(x)bj (z) € mk+1[:r],

since r;(z) € m[x]. It is clear that g1 = gr modm* and hy, 1 = hy modm* and deg gy, = n — r, deg hy =7 so
that these polynomials satisfy the desired conditions.

The sequences (gr) and (hy) are coherent. Since A is m-adic complete, the map A — Ais surjective and these
sequences are of the form (g +m,g+m? ...) and (h+m,h +m?,...) respectively. From this, it is clear that
g(x)h(z) = f(x) by our construction of these sequences and injectivity of the map A — A.

Note: The following is proof of the result used in the above. For an integral domain A and polynomials
g,h € Alz] of degrees n and m respectively, by the extended Euclidean algorithm, there are polynomials
a,b € A[z] such that

ag+bh =1

and dega < m = degh, degb < n = degg. For any polynomial f of degree min{m,n} < deg f < m + n, we
may clearly linear combinations of g and h to lower the degree of f to strictly less than min{m,n}. Consider
now the case that f of degree strictly less than min{m,n}. If n < m, we may continually multiply g by ™"
and subtract from h to lower the degree of h until degh < n (note that now h has the form h — cg where
degc = m —n). We may repeat the same process now until deg f = 0. That is, until f is constant, in which
case we may subtract a multiple of ag + bh = 1 so that we have written f as a sum of linear combinations of g
and h with the desired powers. On the other hand, if deg g = deg h, then we may subtract a constant multiple
of g from h so that degh < degg. Then the above process gives the desired linear combination as well.

Let A be a ring with prime ideal m be m-adic complete and f € A[x] be monic such that f € (A/m)[z] has a
simple root a € A/m. Then we may write f = (T — a)h where these factors are relatively prime since « is a
simple root. Therefore, there is a lifting of these polynomials to g, h € A[z] such that f = gh and their degrees
are equal to the degrees of their projections. That is, g(z) = T — o and degg = deg(T — o) = 1. Therefore,
g(x) = x — a for some a € A. Then we have that f(z) = (z —a)h(z) so f(a) = 0 and clearly, @ = «a.

Notice that Z7/7Z ~ 7Z/7Z and so the ideal generated by 7 is maximal and Z7 is 7-adic complete by definition.
Therefore, from the above, if suffices to show that 2 is a square in Z/7Z, but 32 = 9 = 2mod 7. Therefore, 2 is
a square in Zrz.

Let k be a field and f(x,y) € klz,y] C k[[z]][y] (since k[x,y] is a Noetherian domain, apply Krull intersection
theorem) where k[[x]][y] is the completion of k[x,y] with respect to the (z)-adic topology. The condition that
f(0,y) has a simple root ag is equivalent to the condition that f € k[[z]][y]/(z) has a simple root. From above,
this then implies there is some root of f € k[[z]][y],

f (x,Zanm") =0

where ag is the same aq as above.

Let A be the ring of germs of smooth functions in some neighborhood of the origin. Clearly, A is local as the
functions who vanish at the origin is the unique maximal ideal m (everything that doesn’t vanish at the origin
is invertible in A). Note that e~/ #* ¢ Mm™ so that A is not Noetherian (since otherwise, it is a Noetherian
local ring, which would imply this intersection is empty by the Krull intersection theorem). It can be checked
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via Taylor’s theorem that m¥ is the set of all functions whose first k derivatives (including k = 0) vanish at the
origin. From this, it is clear that in 21\7 the Taylor series of a function converges to the function itself and by
Borel’s theorem, every formal power series appears as the Taylor series of some smooth function. Therefore,
A = R[[z]] is Noetherian. A is a finitely-generated A-module since A — A is surjective by Borel’s theorem
again.

Note: Borel’s theorem, (which I’ve never heard of, though I should have) states that for any sequence of real
numbers, there is a smooth function whose Taylor series is given by the generating function of this sequence.

12. Let A be Noetherian and consider the sequence of maps
A — Alx] — Al[z]].

From chapter 2, the first map is flat and the latter map is flat since A[[z]] is the completion of A[z] in the
(x)-adic topology (and A[z] is Noetherian by the Hilbert basis theorem). Therefore, A[[z]] is a flat A-algebra.
From chapter 1, the map Spec(A[[z]]) — Spec(A) is surjective. From chapter 3, this implies that A[[z]] is a
faithfully-flat A-module.

Chapter 11

1. Let f € k[z1,...,z,] be an irreducible polynomial over an algebraically closed field k, V' = V(f) be the
hypersurface defined by f, A = A(V) = k[z1,...,2,]/(f) be the coordinate ring of V, P = (ay,...,a,) be
a point of V, and m be the maximal ideal corresponding to the point P (which is the image of the ideal
m = (x; —a;) in k[zy,...,2,] modulo (f)). Notice first that A/m is a finitely-generated k-algebra that is also a
field. Therefore, it is a finite algebraic extension of k. Since k is algebraically closed, this implies that A/m = k
and

Since A is Noetherian, Aw is a local Noetherian ring. From the equivalences of regularity, to show that Ay, is
regular, it suffices to show that dima_/m. ﬁﬁ/ﬁ% = dim Agw. Notice

dim g/, Mar/Mar = dimy,(m/m*)z = dim, m/m?,
dim Az = dim A = dim k[z1,...,z,])/(f) =n — 1.

Therefore, it simply suffices to show that dimym/m? = n — 1. Since Taylor’s theorem holds for arbitrary
polynomial rings over a field (by writing polynomials in powers of (z; — a;)), we may write

f(ml, . ,xn) = Z Qi .. in, (56'1 — al)ml . (Ltn — an)m”.

From this, P is singular if and only if a., = 0 for all 1 <i < n (with e; = (0,...,1,...,0) and the 1 in the i-th
position) (also remember that since P € V, ag,.. o = 0). That is, P is singular if and only if f € (z; —a;)? = m%.
As a k-vector space, it’s clear that m/m? has a basis of {x; —a1,...,z, — a,} and so has dimension n. As a
k-vector space m/m? is the quotient of m/m? by the subspace (f) and so has dimension n if f € m? and n — 1
if f ¢ m?. That is, dim, m/m> = n — 1 if and only if f ¢ m? if and only if P is nonsingular. Therefore, Ag is
a regular local ring if and only if P is nonsingular.

2. Let (A, m) be a Noetherian local ring containing a field k such that A is complete with respect to the m-adic
topology and x1,...,x4 be a system of parameters. Since q = (x1,...,24) is an m-primary ideal, there exists
r > 0 such that m" C q C m. From this, the g-adic and m-adic topologies coincide and A is g-adic complete.
Consider the map ¢ : k[ty,...,tq] — A defined by t; — x;. Completing with respect to the g-adic topology gives
amap o : E[[t1,...,tqa]] — A defined by t; — x;. To show that & is injective, the proof of 11.21 will essentially
be replicated. Assume the formal power series f € k[[t1,...,t4]] is such that gg(f) = 0. Then we may write
f = fs+ higher terms, where f, is homogeneous of degree s (s is then minimal). Since f(z1,...,24) = 0, we
necessarily have that f(z1,...,24) € ¢*T1. Since f, is a homogeneous polynomial with coefficients in (k C)A,
11.21 applies and shows that the coefficients of fs are in m, but this implies the coefficients of fs are all zero
(since no unit lies in m and k is all units except for zero). This is a contradiction and shows that ¢ is necessarily
injective.
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3. The proof follows verbatim up until the use of 11.26. At this point, we have that dimV > dim A, = dim B,
where A = A(V) is the coordinate ring, B = k[z1,...,24) C A is obtained from the normalization lemma
(which it was never shown that we can take d equal to dim V), m = (x; — @;), and n = B N'm. At this point,
apply lemma 11.26 again with A = k[x1,..., 24| since this is integral over B with B integrally closed. This

implies that dim B, = dim E[xl, .« Zp]nr. The rest follows as in the text to show that this number is > dim V.
4. Let A = k[z1,...] be a polynomial ring over a field k in countably many indeterminants. Let m,, = 2™ so that
Mpt1 — My = 2" and let p; = (T, ... Ty, —1). Then S = A\ Up; is a multiplicative subset since each p; is

a prime ideal. Let B = S~1A.

To show that B is Noetherian, a problem from chapter 7 will be used. Notice first that by the prime ideal
correspondence, the only maximal ideals of B are in bijective correspondence with the prime ideals of A that
are maximal in Up,;. Let p be such an ideal. If fi, fo € p are such that fi € p; and fo € p; for ¢ # j, then by
the definitions of p;, f1 + fo € Up; (consider degrees) so that fi + fo & p. Therefore, we necessarily have p C p;
for some i. Conversely, each p; is maximal by the same reasoning and each is contained in Up;. Therefore,
p = p; for some i. That is, the maximal ideals of B are exactly the ideals S~!p;. Consider polynomial ring
K[2jlm,<j<mir1—1 where K = k(2;)j<m,, j>m,..—1 is the field of rational functions in all other indeterminants
x;. Then the localization Bg-1,, is then the localization of K[ ;]m,<j<m,,,—1 at the ideal 1+ (2 )m,<j<m,—1-
Since the polynomial ring is Noetherian by the Hilbert basis theorem, the localization Bg-1,, is Noetherian as
well.

On the other hand, it is clear that for every = # 0, it is clear that there is a unique maximal ideal that contains
x (consider degrees). Therefore, B satisfies properties (1) and (2) from chapter 7, problem 9. Therefore, B is
Noetherian.

To see that dim B = oo, notice that by the prime ideal correspondence with localizations, the height of the
ideal S~1p; is exactly m;y1 — m; = 2¢, which shows the dim B is infinite.

6. Let A be any ring. For any prime ideal p and chain of prime ideals

PpoCpPp1 C...CHhyp =0,

there is a chain of prime ideals

po[z] C pifx] C ... C pufz] = plz].

Since Alx]/p[z] =~ (A/p)[x] is not a field (even if p is maximal), this shows this chain can be extended. Therefore,
1+ dim A < dim A[x].

For the other inequality, let f : A — A[z] be the canonical embedding. Consider a fiber of a prime ideal
p € Spec(A) under the map f* : Spec(A[z]) — Spec(A4). From a problem in chapter 3, this fiber can be
identified with the set Spec(k(p) ® 4 Alx]) = Spec(k[z]), where k = Ek(p) is the residue field of A at the prime
p. Recall that dim k[z] = 1 since k[z] is a PID and not a field. From this, any chain of prime ideals laying over
a prime has length at most 1. For any chain of prime ideals in A[z], we may contract to get a chain of prime
ideals of A. We see that there are at most two primes laying above each prime in this chain so there are at
most twice the number of primes plus two of the chain in A[z]. That is, there are at most twice as many links
plus one. Taking the supremum, we get dim Afz] < 1+ 2dim A.

7. From the previous problem, the inequality 1+ dim A < dim A[z] holds almost trivially. Therefore, it suffices
to show only the other inequality.

Let q € Spec(A[z]) and p = q¢° = qN A. For any maximal increasing chain of prime ideals ending in q, it is
clear that p[z] appears (consider ideals of constant terms of these prime ideals, insert p[x] where the constant
term ideals become p). From the previous problem, any chain of prime ideals in A[z] laying over a prime in
A has length at most 1 (so there are 2 prime ideals). From this and the fact that the maximal constant term
ideal of this chain is p, it follows that the chain has the form

go C ... Cplx] Cq

(where the last chain may be an equality). From this, it suffices to show that heightp[x] < height(p) < dim A.

For any prime ideal p € Spec(A) of height m, we may find aq,...,a,, € A such that p is a minimal prime of
a=(a1,...,am) (see below). Then from chapter 4, problem 7, it follows that p[z] is a minimal prime of a[z].
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Since afz] is generated by m elements, we have that height(p[z]) < m = height(p) by 11.16. Therefore, the
result follows.

To see that we can always find such a;, we of course use induction. The base case, m = 0 is trivial since any
minimal prime is a minimal prime of 0. Assuming the result for a fixed m, let p be of height m + 1 so that
there exists a maximal increasing chain of prime ideals

PoC ... CPm C Pm41 = P.

By inductive hypothesis, there exists ai,...,a, € A such that p,, is a minimal prime of (aj,...,a;,). We
necessarily have p € Uq; where this union is over the minimal elements of the set of prime ideals containing
(a1,...,am) (which is finite since A/(aq,...,an) is Noetherian), since otherwise, p C g; for some ¢ and has
height < m by 11.16. Therefore, there exists a,,+1 € p\Uq; (in particular, am41 & pm). Let a = (a1, ..., ami1)-
For any prime ideal q containing (a1, ..., am+1), g contains (aq, ..., am). Writing out a primary decomposition
and taking radicals, we have that q contains the intersection of minimal primes of (a1, ..., a, ) and so contains
one of these minimal primes. Since these each have height < m and q properly contains one of them (it contains
@m+1), height(q) > i+ 1. Since no prime ideals of the same height can contain one another, if height(q) = i+ 1,
there is no containment with ¢ and p,, 1. If height(q) > ¢ + 1, then if there is a containment, it can only be
Ppm+1 C q. Therefore, p,,41 is & minimal prime of a = (aq,...,am4+1) as desired.
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