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Lecture 17:
Rank and nullity of a matrix.
Basis and coordinates.



Row space of a matrix

Definition. The row space of an mxn matrix A is
the subspace of R” spanned by rows of A.

The dimension of the row space is called the rank
of the matrix A.

Theorem 1 The rank of a matrix A is the maximal number
of linearly independent rows in A.

Theorem 2 Elementary row operations do not change the
row space of a matrix.

Theorem 3 If a matrix A is in row echelon form, then the
nonzero rows of A are linearly independent.

Corollary The rank of a matrix is equal to the number of
nonzero rows in its row echelon form.



Column space of a matrix

Definition. The column space of an mxn matrix
A is the subspace of R™ spanned by columns of A.

Theorem 1 The column space of a matrix A coincides with
the row space of the transpose matrix AT.

Theorem 2 Elementary row operations do not change linear
relations between columns of a matrix.

Theorem 3 Elementary row operations do not change the
dimension of the column space of a matrix (however they can
change the column space).

Theorem 4 If a matrix is in row echelon form, then the
columns with leading entries form a basis for the column space.

Corollary For any matrix, the row space and the column
space have the same dimension.



Problem. Find a basis for the column space of the
matrix

= NN O =
—_= W = =
= = = O

The column space of A coincides with the row space of AT,
To find a basis, we convert A to row echelon form:

1021 1 0 21 10 21
AT=1113 1] =01 10]—=]0110

0111 0111 0 001
Vectors (1,0,2,1), (0,1,1,0), and (0,0,0,1) form a basis for

the column space of A.



Problem. Find a basis for the column space of the
matrix

= NN O =
—_= W = =
= = = O

Alternative solution: We already know from the
previous lecture that the rank of A is 3. It follows
that the columns of A are linearly independent.
Therefore these columns form a basis for the
column space.



Problem. Let V be a vector space spanned by vectors
w; = (1,1,0), wp, =(0,1,1), w3 =(2,3,1), and
wy = (1,1,1). Pare this spanning set to a basis for V.

Alternative solution: The vector space V is the column space
of a matrix

1021
B=|11 31
0111

The row echelon form of Bis C =

O O =
o~ O
O~ N
= O =

Columns of C with leading entries (1st, 2nd, and 4th) form a
basis for the column space of C. It follows that the
corresponding columns of B (i.e., 1st, 2nd, and 4th) form a
basis for the column space of B.

Thus {wy,wy, wy} is a basis for V.



Nullspace of a matrix

Let A= (a;) be an mxn matrix.

Definition. The nullspace of the matrix A, denoted N(A), is
the set of all n-dimensional column vectors x such that
-Ax =0.

X1

dii di1o diz ... din X 0
2

dni doo dn3 ... don 0

ami @m2 am3 ... amn X 0
n

The nullspace N(A) is the solution set of a system of linear
homogeneous equations (with A as the coefficient matrix).

Theorem N(A) is a subspace of the vector space R”.

Definition. The dimension of the nullspace N(A) is called the
nullity of the matrix A.



rank + nullity

Theorem The rank of a matrix A plus the nullity
of A equals the number of columns in A.

Sketch of the proof: The rank of A equals the number of
nonzero rows in the row echelon form, which equals the
number of leading entries.

The nullity of A equals the number of free variables in the
corresponding homogeneous system, which equals the number
of columns without leading entries in the row echelon form.

Consequently, rank+nullity is the number of all columns in the
matrix A.



Problem. Find the nullity of the matrix
1111
A= (2 3 4 5>'

Clearly, the rows of A are linearly independent.
Therefore the rank of Ais 2. Since
(rank of A) + (nullity of A) =4,

it follows that the nullity of A is 2.



Basis and dimension

Definition. Let V be a vector space. A linearly
independent spanning set for V is called a basis.

Theorem Any vector space V has a basis. If V
has a finite basis, then all bases for V are finite and
have the same number of elements (called the
dimension of V).

Example. Vectors e; = (1,0,0,...,0,0),
e =(0,1,0,...,0,0),..., e, = (0,0,0,...,0,1)
form a basis for R" (called standard) since

(Xl, X0y ... ,Xn) = X1€1 + Xo€o + - - - + X,€,.



Basis and coordinates

If {vi,vo,...,v,} is a basis for a vector space V,
then any vector v € V' has a unique representation

V = X1Vi + XoVo + - - - + XV,

where x; € R. The coefficients xq, x5, ..., x, are
called the coordinates of v with respect to the
ordered basis vi, vy, ..., V.
The mapping

vector v+ its coordinates (xi,xo, ..., Xp)

is a one-to-one correspondence between V and R”".
This correspondence respects linear operations in V
and in R".



Examples. e Coordinates of a vector

v = (x1,X2,...,X,) € R" relative to the standard
basis e; =(1,0,...,0,0), e, =(0,1,...,0,0),...,
e, =(0,0,...,0,1) are (x1,x0,...,Xpn).

e Coordinates of a matrix (i 3)6 Mao(R)

. . 10 00 01
relative to the basis (0 0), (1 0), (0 0),

0 0
0 1) are (a,c,b,d).

e Coordinates of a polynomial

: 2 n—1
the basis 1, x,x°,...,x" " are (ag,a,...,an 1)



Weird vector space

Consider the set V =R, of positive numbers with a
nonstandard addition and scalar multiplication:

for any x,y € R,.

rox=x"| forany x € Ry and r € R.

This is an example of a vector space.

The zero vector in V is the number 1. To build a basis for V,
we can begin with any number v € V' different from 1. Let's
take v =2. The span Span(2) consists of all numbers of the
form r©2=2" r € R. Itis the entire space V. Hence {2}
is a basis for V so that dimV = 1.

The coordinate mapping f : V — R associated to this basis is
given by f(2")=r for all r € R. Equivalently, f(x) = log, x,
x € V. Notice that log,(x ® y) = log, x + log, y and

log,(r ® x) = r log, x.



Vectors u;=(3,1) and uy=(2, 1) form a basis for R,
Problem 1. Find coordinates of the vector

v = (7,4) with respect to the basis uy, uj.

The desired coordinates x, y satisfy

3x +2y =7 {x:—l
<~

V= Xui+yu :){x+y:4 y=5

Problem 2. Find the vector w whose coordinates
with respect to the basis ug,uy are (7,4).

w = Tuy + 4up = 7(3,1) + 4(2,1) = (29, 11)



Change of coordinates

Given a vector v € R?, let (x,y) be its standard
coordinates, i.e., coordinates with respect to the
standard basis e; = (1,0), e, = (0,1), and let
(x’,y") be its coordinates with respect to the basis
u; = (3, 1), U = (2, 1)

Problem. Find a relation between (x,y) and (X', y').

By definition, v = xe; + ye, = x'u; + y'u,.
In standard coordinates,

()= () () -G ()
=()-G1) )= 3)0)



